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Automatic Calorimeter System for the Effective

Efficiency Measurement of a Bolometer
Mount in 35-GHz Band

TAKEMI INOUE, MeEMBER, IEEE, KYOHEI YAMAMURA, aAND TOSHIO NEMOTO, MEMBER, IEEE

Abstract—An automated calorimetric measurement system using
a microcomputer has been developed for determining the effective
efficiency of a bolometer mount in the millimeter-wave region. This
system consists of a calorimetric measurement part, a bolometric
measurement part, and a control/data processing part.

The system has been constructed and experimented in 35-GHz
band. The accuracy of the system has been estimated within +0.37
percent.

I. INTRODUCTION

HERE ARE various mounts for measuring microwave

and/or millimeter-wave power. If they have good char-
acteristics enough to calibrate by any means, they are
applicable to precise power meters. In such calibration, a
reference mount is called a power standard mount. As the
power standard mount, a bolometer mount has been widely
used [1], [2]. The feature of the mount in the calibration is
described by an effective efficiency. It means the ratio of the
measured dc substitutional power to the net consumed
millimeter-wave power in the mount. At present, a
combined measurement system of the bolometer method
and the calorimeter method has been considered the most
accurate system for determining the effective efficiency of a
bolometer mount and has been practically used [3]-[5]

Generally, the heat capacity of the thermal load used in
the calorimeter is so large that the response of the system is
very slow. Therefore, continual watching and controlling the
system has been necessary in the measurement. For that
reason, a calorimetric measurement has been much time
consuming and so tedious.

Now, for the purpose of saving labor and improvement of
the accuracy, we have developed an automated calorimeter
system using a microcomputer for the effective efficiency
measurement of a bolometer mount.

II. SYSTEM DESCRIPTION

A. Principal System

The basic calorimeter system is shown in Fig. 1. The
principle of the measurement is based on dc substitutional
measurements at a thermally balancing condition [6]. The
thermally balancing condition is obtained by controlling
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Fig. 1. Basic diagram of the thermal balancing calorimeter system.

the temperature of the thermal load using thermoelectric
elements and an auxiliary heater as follows. The thermoelec-
tric cooling elements pump out thermal energy correspond-
ing with the cooling current. The dc bias power of
the bolometer mount is controlled to keep its resistance
constant. The resultant temperature difference between
the thermal load and the jacket flange is detected by
the thermoelectric detecting elements. Then, the power
proportional to it is fed back to the auxiliary heater.
Here, in order to have an insight into the principle of the
system, suppose an ideal thermal-balancing calorimeter.
The thermal-balancing condition is described as

Ph+Pb+Pm=Pc

1)
where, P, is the auxiliary heater power, P, is the bolometer
bias power, P,, is the applied millimeter power, and P, is the
cooling power.

The dc substitutional measurement is done for the bolo-
meter bias power and the auxiliary heater power when
millimeter-wave power is applied or not. Suppose that the
bolometer bias power is P,; and auxiliary heater power is Py;
when millimeter-wave power is not applied, and they come
to P,, and Py, respectively, when it is applied.

For the calorimetric measurement, it is shown that

Phi_th=Pm' (2)
For the bolometric measurement, we get
Py — Pyy=n.P, 3)

where, 7, is the effective efficiency of the bolometer mount.

0018-9456/78/0900-0205$00.75 © 1978 IEEE
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Fig. 2. Block diagram of the automated calorimeter system.

Applying (1) to the initial and final condition of bias
power, and using (2) and (3), the effective efficiency of the
bolometer mount is derived

1
= 4
where
Phi—th (
= A 5)
é Pbi—be

In actual calorimeter system, the thermal conductance on
the thermal load must be considered. From the detailed
analysis of the response of the calorimeter based on a
thermal to electric equivalent circuit it is shown that (5)
comes to [6]

th—Phi
f=——-""-8§ 6
Pbi_be ()
where
dP,,]
S=|-—
dPh Pp=Pgqc

S is the gradient of the curve of P, and P, at the working bias
power P, of the bolometer mount under the condition of
temperature balancing condition performed for constant
current. Equations (4) and (6) are the measuring equation of
the proposed calorimeter system.

B. Actual System

The actual system is composed of three subsystems. They
are a calorimetric measurement part, a bolometric measure-
ment part and control/data processing part as shownin Fig.
2. The outside view of the total system is shown in Fig. 3.

The calorimetric measurement part is made up of the
calorimeter body and the control circuits. The calorimeter
body has a thermal load which is a thin-film bolometer
mount [5] with an auxiliary heater. A pair of thermoelectric
cooling elements and detecting elements are set on the jacket
flange as shownin Fig. 1. The former refrigerate the thermal
load, and the latter detect the temperature difference be-
tween the thermal load and the jacket flange. In order to
isolate the thermal load from the jacket, an adiabatic
waveguide is used for introducing millimeter-wave power to
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Fig. 3. Outside view of the system.
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Fig. 4. Block diagram of the automatic bolometer bridge.

the load. Millimeter-wave power is applied to the load
through a waveguide switch. The calorimeter body is put in
double jackets and further they are steeped in an oil bath to

_stabilize the inner temperature. As the supporting compo-

nents of the calorimetric measurement, a constant current
source is used for the thermoelectric cooling and an
amplifier is used for a feedback control of the thermal load.

The bolometric measurement part consists of an auto-
matic bolometer bridge with an adaptive control [7]. The
block diagram of it is shown in Fig. 4. Conventionally, the
bolometric measurement using such as an automatic bridge
with simple feedback amplifier has had dominant errors due
to the bolometer bias current measurement and the imper-
fection of the bridge control.

The bridge used in the proposed system can improve these
defects by an adaptive technique which is combined of
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digital and analog control. That is, the bridge current and
the bridge unbalance voltage are substituted by program-
mable sources, and these errors are remarkably improved.
In Fig. 4 the substitution current controller and the bridge
balance controller are combined programmable sources
made of A/D, D/A converters, and memory. The substitu-
tion current controller has a current booster in addition. The
working procedure of the bridge is as follows. Initially, the
bridge is balanced by the feedback amplifier as well as an
ordinary autobalancing bolometer bridge. Then, the bridge
balancing current I, through R, is roughly measured and is
digitally stored in the memory. The substitutional current
corresponding to I is added to the top of the bridge through
R, from the substitutional current controller and the
current of the amplifier comes to residual one I ,. If I ,is held
constant, I, will be decreased to the amplifier current I,
when millimeter-wave power is applied. Thus the milli-
meter-wave power P is calculated as follows:

P=§(2lo+11+12)‘(11—12) (7

where, R is the working resistance of the bolometer mount.
Here, I, — I, can be measured as accurate as I, therefore,
the current reading error is reduced comparing to that of a
method which measures total bridge current directly. The
control deviation of the bridge is also measured beforehand
and substituted similarly at proper timing in the power
measurement. This compensation of the control deviation
means that the loop gain of the bridge is improved compar-
ing to an usual analog control one and the controlerror can
be reduced to the resolution of the programmable source in
principle.

The control/data-processing part consists of a micro-
computer and its peripheral devices. The microcomputer is
adopted because of its economical condition and suitability
for controlling. The voltage at several terminals of the
calorimetric or bolometric measurement parts are selec-
tively measured by a digital voltmeter through a multi-
plexer. As the multiplexer, a mechanical scanner is used
because of its superior stability and repeatability. A calcula-
tor is interfaced with the microcomputer in order to process
data [8].

III. MEASUREMENT PROCEDURE

Before starting the effective efficiency measurement, some
preparations are necessary. Initially, the cooling current is
manually set a little higher value than the current necessary
to balance the bolometer bias power thermally. After the
whole thermal system comes to a thermal balancing condi-
tion, the correction factor S in (6) is determined by measur-
ing the bolometer bias power or heater power independently
at the condition of constant cooling current.

The measurement procedure of the effective efficiency is
shown in Fig. 5. With the starting the measuring program,
data such as date, time and temperature, etc., are put on the
TTY according to the instructions of the microcomputer.
Here, the correction factor S which is measured beforehand
is also input. Then the bolometer bias power measurement is

|

INSTRUCTION WAIT UNTIL
DATA INPUT MEASURING TIME
{ I
BRIDGE BALANCE BRIDGE BALANCE
CONTROL CONTROL

MEASURE BOLOMETER
POWER AND HEATER POWER

MEASURE BOLOMETER
POWER AND HEATER POWER

WAVEGUIDE WAVEGUIDE
SW ON SW ON
v y
CALCULATE RF POWER
PRINT DATA AND EFFECTIVE EFFICIENCY
WAIT UNTIL
MEASURING TIME PRINT DATA
BRIDGE BALANCE
CONTROL. ASUREMENT OVER
‘1 YES
MEASURE BOLOMETER WAVEGUIDE
POWER AND HEATER POWER SW OFF

v 1

WAVEGUIDE CALCULATE AVERAGE
SW OFF AND STANDARD DEVIATION
PRINT DATA PRINT DATA

|

Fig. 5. Flowchart of the calorimetric measurement.

executed. This is calculated by (4) and (6). The cooling
current is also measured.

The procedure of the effective efficiency measurement is
repeated by five times in order to eliminate the effect of the
temperature drift by averaging. The time interval of each
measurement is ten minutes. The heater power is determined
by voltage V, and current I,. In advance of the bolometer
power measurement, a bridge balancing control is always
done to compensate the temperature drift. The bolometer
bias power and the effective efficiency of the mount are
calculated and printed out per period of the measurement.
Finally, the average value of them and the standard devia-
tion of the measured effective efficiency are calculated and
printed out.

An example of the measurement at the frequency of 35
GHz is shown in Fig. 6. Where, the minus sign of the
measured current shows the direction of the current. In spite
of the variation of millimeter-wave power the calculated
effective efficiency shown in the column X agrees within
+0.01 percent. For several measurements, the randomness
of it agrees within +0.1 percent.

IV. EVALUATION OF THE MEASUREMENT ERROR

It is important to evaluate the error factors for a precise
measurement. Systematic errors are due to the uncertainty
and/or instability of the system components and can be
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TABLE 1

BOLOMETER MOUNT EFFECTIVE EFFICIENCY MEASUREMENT MEASUREMENT ACCURACY OF THE SYSTEM

Fig. 6. Example of the measurement.

estimated. On the contrary, a random error is caused by
unexpected factors such as a personal operation or external
disturbance. Therefore, it can be evaluated by a statistical
processing of the data. In an automated system, the random
error can be improved because of the less manual operation
and making repetition of the measurement.

The error factors in this system are shown as follows:

a) dc measuring equipment error; b) auxiliary heater
control error; ¢) measurement equation error; d) attenua-
tion error; ¢) distribution equivalence error; and f) random
error.

Here, an analysis and evaluation of these error factors are
described.

A. DC Measuring Equipment Error &4,

This is due to the dc measuring equipment used in the
system. Analyzing (4) and (6), the next error equation is

obtained [6]
egc= £4(e + 1) (1—1,) ®)

where, ¢, is the accuracy of the bolometer bias power
measurement and ¢, is the accuracy of the auxiliary heater
power measurement. In this system, a digital voltmeter with
+0.01-percent accuracy and standard resistors with
+0.015-percent accuracy are used for them. Thus we obtain
g, = +0.045 percent and ¢, = +0.035 percent. Therefore,
&4, comes to +0.032 percent supposing 1, = 0.9.

B. Auxiliary Heater Control Error g,

This is due to the residual deviation of the auxiliary heater
control. This fact means that the temperature difference
between the thermal load and the jacket flange is not
perfectly zero. This error factor is estimated as the following
equation as well as (8)

€con = i48hc(1 - ne)

©)
where, ¢, means the measurement error of the auxiliary
heater power due to the control deviation. From an experi-

DATE  1977/12/1
;é:ﬁ ;g’gﬂ DC measuring equipment error Edc | £0.032%
MOUNT  NO.4 . auxiliary heater control error | £ p| £0.08 %
:253,;5 ::&M’Hz systematic| .asurement equation error Eeg, -0.045%

_____SiPB/PH 8.95430 error attenuation error Eatk] 0.1 %

BOLOMETER B1AS POWER MEAS. distribution equivalence error [£ {js¢| £0.08 %
SUBST  1@= 26.151MA -
DIFFER Il=-0.23540MA random error Ergn| £0.1 %
BIASPOWER= 33.580MV

COOLING CURRENT MEAS . overal accuracy +0.392 }10.37%

, 199.98MA -0.357
MEAS. START
T I1CMAY  12CMAY  PCMW) VHCMY)  IHCHA)  XC&)

15146 -8.23440 1022.5 -18.598 : . . .

15150 4.6890  18.374  999.93  -10.362  95.78 ment of the thermal balancing, ¢, is obtained as +0.2

16108 -2.23900 1623.86  -10.599 .

16110 .6182  10.382  1006.3  -16.368  95.76 percent. Accordingly, ., comes to +0.08 percent from (9)

16120 -2.24348 1023.9  -10.608 .

16130 +6547 10.454 1801.8  -18.372  95.76 supposing 7, = 0.9.

16140 -8.24460 1024.2  -10.613

16150 4.6688  10.466  10@1.1 -18.374  95.77

171086 -8.24360 1624.2  -18-611 . .

17110 446302 10.400 1001.0  -18.374  95.75 C. Measurlng Equatlon Error Eeq

17128 -0.24530 1024.2  -16.611 .
PR o P When the measurement equation of thg effective efficiency
STAD. DEVIATION WEAS. END e-6093161  (4) and (6) were derived, the next term is neglected [6].

e - ko
=TTk

Where, k = r,/(r; + rp). 1, is the thermal resistance be-
tween the bolometer element and the waveguide surface. r,is
the thermal resistance between the bolometer element and
the ambient air in the mount.

For the evaluation of &, it is satisfactory to know the
maximum value of |¢.|. Supposing o is constant |e|
takes maximum value when k in (10)is maximum because of
0 < k < 1. Analyzing the characteristics of heat transfer in
the bolometer mount approximately shown in the appendix,
k takes the maximum value of 0.00452. ¢ is nearly equal to
1 —1#,. So that, ¢, comes to —0.045 percent supposing
n. = 0.9.

(10)

D. Attenuation Error ¢,

This is due to the loss of the adiabatic waveguide. ¢, has
already evaluated as +0.1 percent [5].

E. Distribution Equivalence Error &4,

This error arises because the temperature distribution on
the bolometer element differs when dc power or millimeter-
wave power is applied. For the 35-GHz thin-film bolometer
mount, 0 < g4, < 0.08 percent is obtained [5].

F. Random Error

Finally, the random error in the system is estimated
within +0.1 percent from the results of several measure-
ments such as Fig. 6.

The error factors discussed above is shown in Table L

In consequence, the total accuracy of the automated
calorimeter system is evaluated within +0.37 percent.

V. CONCLUSION

An automated calorimeter system for the effective
efficiency measurement of a bolometer mount has been
developed and experimented at the frequency of 35-GHz
band. This system has proved not only useful for saving -
operator’s labor but also highly reliable in the measurement.
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The measurement accuracy of the system has been evaluated
within +0.37 percent.

APPENDIX

The thermal to electric equivalent circuit of the bolometer
element is approximately shown in Fig. 7 if the temperature
of the mount is held constant. Where, P, is the consumed
power in the bolometer element. T, is the temperature of the
element. From this figure, a relation between T, and P, is
derived.

"7y

T, = - P,
b r+ 1 b

(A-1)

For a representative bolometer mount of the 35-GHz
band, it was shown that T, = 110°C and P, = 34 mW [5].
Hence, the next equation is obtained.

nry

=376 (h° .
m—— 3.76 (h °C/cal)

(A-2)

Thus k is given as

376
===,

k (A-3)

The evaluation of r, is very difficult because of the
complexity of thermal conduction and/or thermal convec-
tion in the bolometer mount. Here, we give an approximate
analysis of it.

The thermal resistance r, is considered, for the most part,
due to the heat transfer between the bolometer element and
the air around. So that r, is given as follows:

1
_h'Sb

ry (A—4)
where h is the heat transfer coefficient at the boundary of the
bolometer element and the air around and S, is the area of
the power absorbing element in the bolometer element. In
the case of stationary air, the heat transfer coefficient is
ordinary in the order of 3 ~ 20 kcal/m? h °C [9]. The power
absorbing element has the width of 0.06 mm and the length
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Fig. 7. Thermal to electric equivalent circuit of the bolometer element in
steady state.

of 1 mm. Accordingly, substituting h = 3 ~ 20 (kcal/m? h
°C) and S, = 0.06 mm?, r, is evaluated as

r, = 833 ~ 5560 (h °Cj/cal). (A-5)

From (A-3)and (A-5), the maximum value of k is obtained
as

k = 0.00452.
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Improvements of the Procedures Used to Study
the Fluctuations of Oscillators

ETIENNE BOILEAU

Abstract—Considering that procedures currently used to study the
fluctuations in oscillators do not give directly useful results, we have
tried to define a procedure more suitable for experimentalists. We
have tempted to obtain a function o(7) which would be a kind of
variance of the frequency fluctuations observed in a duration T.
Taking a frequency domain point of view, we find a procedure which
can yield also an estimation of the spectral density of the frequency.

I. INTRODUCTION

N EXPERIMENTS with an oscillator, it is often impor-

tant to have some statistical knowledge of the frequency
fluctuations occurring in a time interval of duration T.
Because of slow frequency drifts, the amplitude of these
fluctuations increases with T. The variance (defined for
T — o0) even seems to be infinite, however, this last point is
not important here, since measurements are always per-
formed in a finite time T. A single parameter, independent of
T is currently given, supposed to describe the “short-term
stability” of an oscillator, but a “finite time variance” o(T)
could have a more precise meaning, and be very useful
Several attempts have been made to give a good definition of
such a function.

Two procedures associated with two expressions of the
true variance and yielding such functions have been
proposed at first, and in a previous paper [1], a comparison
of these two functions ¢ {(T) and g ,(T) has been given. This
comparison was done from several points of view, but the
most important one seems to be in frequency domain. In
both cases, some kind of low-frequency cutoff is obtained,
wrongly defined around 1/T. This observation led us to look
for a procedure which would give, at best, a cutoffatv = 1/T.
In other words, assuming that the frequency F of the
oscillator under study has a spectral density y(v), we are
looking for the procedure which would give the best ap-
proximation of

7r(v) dv. 1)
T
Besides, such a procedure could be used to get an estimation
of yg(v) by simple derivation of the function obtained by
taking the new variable f= 1/T (for v > f,, = 1/Ty, if Ty is
the maximum value of T used).

In afirst approach, we seeked the optimal procedure using

c*(T)=2 L/

Manuscript received October 27, 1976.
The author is with the Laboratoire des Signaux et Systémes, Ecole
Supérieure d’Electricité, Plateau du Moulon, 91190 GIF/Yvette, France.

a linear filter of the frequency F [2], and later, we obtained
another improvement with a quadratic procedure [3]. The
aim of this paper is to present these results to the experimen-
talists studying oscillators.

We note that the Allan variance [4] yields another descrip-
tion of the fluctuations of an oscillator; y.(v) being well
approximated by a sum ) ; (4;/|v|*),if one of these terms is
predominant in some v interval, the Allan variance gives «;.
However, the knowledge of these «;is clearly not as useful for
the practician as that of the curve of a finite time variance.

II. REVIEW OF THE FIRST PROCEDURES

It is assumed that sampled measurements of the frequency
F, = F(t, + nT,) are available, and a procedure yielding a
good “finite time variance” is wanted. We have T = pT; and,
except for the first case, p will be odd and we put p = 2N + 1.
The result a priori will depend on both p and T, and also on
the time constant t of the frequency measurements; indeed
the instantaneous frequency is not directly measurable, but
only its average on a certain time interval . The dependence
upon t will disappear only if 7 is choosen short enough so
that fast fluctuations be not filtered off [1].

If the spectral density y.(v) of F(t) exists, the sampled
process F, has a periodic (period 1/T;)spectral density y(v)
which is

)

If T, is small enough, y(v) is negligible outside the period
|v| < 1/2T;, and (2) becomes

(V) = % 7E(v) 3)

Then (1) becomes

1/Ty
HT)=2T, [ y()dv.

1T

If T, is not small enough, y5(v) has components for |v| >
1/2T, which should be estimated previously with analogic
apparatus, in order to calculate their contribution to (1); the
knowledge of (1) is then equivalent to that of (f = 1/T):

(m=sn=21 [ 0)d @)

s
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A. Two Procedures Built on the Two Expressions
of the Variance [1]
For each set of p samples, the following quantities are

calculated:

=23 ri-(; 5 R )
e p n=1 " p n=1 "
1 N 2
P2=(Fo—m"=z_NFn). (6)
With a certain number of such sets, the following averages
are estimated

o2 = E(P,) (7)
o'% = (P 2) (8)

If y¢(v) exists, we have

=] nmIGH)P b 0)

1/2Ty

=T [ WGP
—1/2Ty

G =1 ]

2

(1- s
These two functions are even and periodic (period 1/T;)
and are plotted on Fig. 1 for p =31 (i.e, N = 15). We see
that they modulate y(v) in (9) quite differently, and are not

good approximations of the periodic function H(v) used in
(4) and defined by

with
sin pnvT,

p sin T (10)

sin prnvT,
p sin T,

(11)

|G,(v) |2

for |v| <f

for f< |v| < 1)2T,.
These observations led us to look for an optimal approxi-

mation of H(v).

HE) =1 (12)

b

B. First Optimization
We first tried to use a procedure using a filter which
generalizes (6); let us put

T T —
0% = E(Ps) (14)

With the same assumption as before, we have (9) with
i =3 and

Gi(v)= i R, exp (in2avTy). (15)

n=-N

We want that |G;(v)|* be the best approximation (for a

given N) of H(v), but this condition yields nonlinear equa-

tions; to simplify, we search the R, such that G;(v) be the

best approximation of \/H(v) = H(v), in the mean-square

sense. In other words, we minimize
1/Ty

D= HE) = G0 v

Yoy

211

— |6y

," Iyl

vV

1/(2N+1)T1 1/2T1
Fig. 1. Frequency ponderation obtained with the procedures P yand P,.

1
%
2T1

Fig. 2. Case of the procedure P, obtained with the discontinuous
original.

As it is important to get rid of the singularity of y(v) for
v = 0, we impose the supplementary condition

G4(0) = 0. 17)
It is easily shown [2], [5], that the optimal R, are then

obtained from the coefficients c, of the complex Fourier
series development of H(v):

1 N
Rn=cn—2N+1"=Z_NC,l (18)
CO = 1 - 2fT1 (19)
= ——n—ln sin 2nnfT,, n#0. (20)

One will use f=1/T =1/(2N + 1)T; to get the curve
o3(T). On the contrary, in order to obtain an estimation of
7(f) we must use different values of f, but we can use the
same value of T (i.e, same sets of measurements). Some
curves of |G;(v)|? obtained with N = 15 (i.e, T = Cte) and
different values of f are given on Fig. 2. We have put

1 1
fo=?=m~ (21)

It can be observed that the overshoot increases slightly as f°
is increased above f,, but increases quickly as fis decreased

(16) for f<fo.
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. 2T,
Fig. 3. Case of the procedure P, obtained with a continuous original,

a=f,.

Besides, for f— 0, C, (n # 0) — 0, so that

1 N 2
P, » [Fg— ——— F,|.
3,q0( ° 2N+1,,=Z_N )

Thus in the limit, P; is the process P,, i.e., o, is here
optimal, if we want to get rid only of the component v = 0.
On the other hand, P; can be used for a given N with f
varying in (fy, 3T;). In this interval, a3(f) gives an estima-
tion of (4), whence, by derivation, an estimation of y(f) can
be obtained.

III. SoME IMPROVEMENTS

A. Use of Continuous Originals

With a finite development such as (15), discontinuous
functions are not well approximated; this is known as the
Gibbs phenomenon. Better results are obtained with contin-
uous originals (functions used instead of H(v) in former
calculations).’

We have first used the function Hy(v), even and periodic
(period 1/T;) defined by Hy(v)=0 for v< (0, f—a),
Hy(v) =1 for v = (f+ a, 1/2T;) and by the linear function
which ensures continuity in (' — a, f + a).

The optimal coefficients R, are again given by (18), with ¢,
given by (19), but, for n # 0, the coefficients ¢, of the Fourier
series of H(v) are

sin 2nnf T sin 2rnaT;
2nnaT,

(CO)n - nm (22)
Corresponding curves, obtained with a = f;, are plotted
on Fig. 3, showing a real improvement with respect to those
of Fig. 2. The definition of Hy(v) assumes > a; we have
nevertheless plotted the curve obtained with (22) and
f=10/2 = a/2; the result (dotted curve) is better than with
. H(v) but clearly worse than for f> a. If one wants to use
f < fo, one should use smaller g, but, for a given f, the over-
shoot increases with decreasing a (for a - 0, Hy(v) > H(v)).
The choice a = f, seems good for f < (fo, 1/2T).
The improvement obtained with H is associated with a
! In fact we worked above on ./H(v) = H(v); in the following, originals

differ from their root-squares and we shall use functions H (v) which in
this 1° play the role of root squares of the originals.
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Fig 4. Case of procedures P, obtained with different continuous
originals.

steeper asymptotic decrease of the coefficients c,, and we can
go on by taking originals having as many continuous
derivatives as wanted [3]. We can obtain such functions by
an integration (and translation) of the functions y (x), equal
zero outside (—a, a), even and such that

a

j . yix)dx =1

(23)

We use the index j to indicate the number of continuous
derivatives that the corresponding original H;(v) possesses.
Thus the discontinuous function y,(x):

1/2a, for |x| <a
0, for |x| >a

0= (24)

gives the original H,(v) introduced above, which has no
continuous derivative.
The Fourier coefficients of H;(v) are (n # 0)
(cj)n= _ﬂl_l.zr:::li f yj(x) exp (—i2nnxT;) dx. (25)
We choose for y,(x) the continuous triangular function
(Bartlett window), which after integration gives the original
H,(v) and

(Cl)n = -

sin 2nnfT, (sin nnaTl)z' (26)

nm nnaT;

For y,(x), we use here the following function (Hanning
window)
(1/2a)(1 — cos mnx/a),  for |x| <a

Y25 o, for |x| > a. @7)

It has one continuous derivative, is associated with the
original H,(v) and gives
sin 2nnf'Ty sin 2nnaT, 1

(¢ = - 2nnaT, 1—4a>T?n?’

We call G3(v) the best approximation of H,(v), obtained
by the preceeding method. Some curves of |G;{v)|* are
given on Fig. 4. With f = 4f, we have taken a = 2f,, which
gives improvements easy to see from j =0 to j = 2. With
a=f,, we observe that the advantage of large j is less

(28)

nm
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obvious; indeed, the overshoot increases more rapidly (as a
decreases) with larger j.
We can then say that the original H(v) is sufficient with
f=foand a = f,,. Nevertheless H,(v)and H ,(v)can be useful
for f> f, and large N. Besides, they will be used thereafter.
Larger values of j are easily obtained [3] but seem to have
little practical interest.

B. Use of a Quadratic Process

Noting that P, defined by (5),does not belong to the set of
processes defined by (13), among which we have looked for
an optimum, we have tried to improve our results using
quadratic processes of the form

N
P4= Z AUFIFJ

i,j=—N

(29)

Assuming again that F has a spectral density, we have

1/2T,
E(F.F)=T, | L, 7C) exp (20— )T]dv - (30)
—-1/2T,
and we obtain
1/2T,
EP)=T, [  y0)Q()dv (31)
— T
with N
Q)= Y Ajexpli2n(i—jpT]
i,j=—N
2N
= Y Byexp (2nkvTy) (32)
k=-—-2N
B, = z Ajj. (33)
G

i k

The sum (32)is of the same form as the one which gives G 5(v)
in (15), but it is made of (4N + 1) terms whereas (15) has
only (2N + 1) terms. This observation makes us hope for
better results with an adequate choice of the B,. However, in
the interval where the original is zero, the fact that G,(v)
is squared in (9) will be an advantage for processes of the
form (13).

Let us notice that it is not necessary to keep (2N + 1)?
terms in (29); indeed, P, is determined by thesums A4;; + A ;
(coefficients of the F; F;) and the value of P, is not changed if
we take for instance

Aij = 0, (34)

after replacing the 4;; for i <j by the former value of
(Ai; + Ay).

We want to choose the B, so that Q(v) be the best
approximation of H(v) defined by (12); however, as before,
we get better results with smoothed originals. We use the
H(v) considered above; noting Q (v) the corresponding
optimal Q(v), it minimizes

fori>j

1/2T,

D= f_m | Hy(v) — Q) ]2 dv (35)

and satisfies

0,0)=0. (36)
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Fig. 5. Case of procedure P, obtained with a continuous original (Qpis
obtained with the discontinuous original), a = f,.

The same calculations as above give the coefficients of the
development of Q;(v) with those from H (v):

1 2N
(Bik = (cjh — IN+1 k=};2N (€ (7
As the originals H|(v) are even we have (c;)_; = (c;),and
from (37), (B;)-x = (B;)- This is clearly incompatible with
(34) which gives B, = 0 for k > 0. However, if we use (34),
we must notice that in (31), the odd part of Q(v) does not
bring any contribution; it is the even part of Q(v) which
must be the best approximation of the original and put in
(35). From (32) we see that the even part of Q(v) is also its
real part, and with (34) we obtain
1 2N

Bik=2|(c;k — AN+ 1 k=221v (cik ] k<O
B)o= (k=35 57, %, Ok (38)
(Bj),=0, k>0.

It is easily verified that (37) and (38) give functions Q (v)
which have the same even part.

The curves? of the Fig. 5, compared with those of Fig. 3
show the improvement obtained with P,; the number of
samples is the same (p = 31) as well as the selected values of f
(f=10/2, fo, 4, and 12f,). With a smaller value of a
(@a=/1o/2), we have a smaller overshoot in a broader
frequency interval.

For f = 4f, the curve Q,(v) has been added, obtained with
the discontinuous original H(v). It can then be compared
with those of Fig. 2; the overshoot is smaller, but we see
oscillations for f < f, which are much higher. The advantage
of P, would then be doubtful with the discontinuous
original.

We have shown on Fig. 6 the improvement obtained with
originals having one and two continuous derivatives (j = 1
and j = 2). The effect is best seen with a = 2f, (used with
f=4f,) but exists also with a = f;, with still a very small

% As well as for Fig. 6, we have plotted the even parts of the functions

0;(v).
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Fig. 6. Case of procedure P, obtained with different continuous
originals.

overshoot (unlike when the process P is used; see Fig. 4).
Even with a = %f, we have an overshoot very small and
decreasing with j (respectively, about 0.7 percent for Q, and
0.5 percent for Q, and Q,). For a = f;, /2, the reverse is true
(about 1 percent for Q,, 1.8 percent for Q; and 2.8 percent
for Q,).

A reasonable choice of the ratio a/f, consists in taking it as
small as possible compatible with an accepted value of the
overshoot; we see then that this ratio can be taken smaller
when j is smaller. This fact moderates the interest of large j
values. With Q, and an accepted value of 1 percent for the
overshoot, we then choose a = f,/2 and the procedure can
be used to get an estimation of y(v) for v = (1/2T, 1/2T;) as
seen on Fig. 5.

For v — 0,0 (v)is of first order in v, whereas | G ;(v) |? is of
second order and |G,(v)|* of fourth order; this could be
considered as a drawback of our procedure [1]. This draw-
back can be easily removed by adding supplementary
conditions: dQ (0)/dv = 0, d*Q {0)/d*v =0, ---, to (36) (as
well as for G;(v) we can add dG 5(0)/dv = 0, - -). The solution
of the problem is well known [5], and gives similar curves as
far as f> a > f,, [6]. However, these supplementary calcula-
tions are necessary only if y(v) has a severe singularity for
v=0.

We have seen how to choose the coefficients B,, but (33)
evidently does not determine the A;; from the B,. One can
take advantage of this indetermination to minimize the
variance of P ,[3], butitimplies a preliminary determination
of the I, = E(F,F,_,) which is not very feasible here
(because of the slow drifts). In practice the following choices
are sufficient:
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1) If one wishes to simplify as much as possible the
calculation of P,, one takes a single A4;; # 0 for each
i —j <0, and, in order to have a factorization, we can take

P,=F _N(BoF_y+ B F_yyi+ -+ ByyFy) (39)

2) In order to get an estimation of E(P,) we must
calculate a certain number of samples and take their aver-
age. If we can dispose of a number of F, which allows a
strong integration on P4, we thus obtain a good precision on
E(P,). On the contrary, if, for instance, we have a given total
number of F, which does not allow strong integration, it is
desirable to reduce the variance of P, as much as possible;
we can then make another simple choice of the 4;;by taking
them all equal for each value of i — j:

=N li—j|

The calculation of the samples of P, will then cost more
time, but each P, sample will already be a combination of
averages ontheterms F, F, ,;_ ;. The variance of P, will then
be smaller. (The choice (40) minimizes the variance of P, if
F(¢) has a correlation time short compared with T; [3].)

(40)

IV. CONCLUSION

By introducing a quadratic processing of the measure-
ments, we have defined a procedure which gives a more
accurate description of the short-term fluctuations of an
oscillor than the previous ones. Moreover our procedure
can be used to obtain a good estimation of the spectral
density of the frequency fluctuations in the accessible
interval.
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An Analog Parallel Fourier Transform (PFT)
Equipment and Its Application to the
Moving Vehicle Size Detection in a
Spatial Frequency Domain

TASUKU TAKAGI, MEMBER, IEEE

Abstract—A new type of Fourier transform system proposed by
the author was realized in hardware and applied to the moving vehicle
size detection. CdS photo-sensor array (9 cell units) was used to pick
up the moving vehicle image which was transformed into spatial
frequency domain. The experimental results showed the peak value of
the fundamental component corresponded to the vehicle size.

I. INTRODUCTION

N A ROAD-TRAFFIC data-aquisition system, various

sensors have been used, such as an inductive loop buried
in a road surface, ultrasonic sensors, microwave radars, etc.
A new optical sensing method of moving vehicles using
photocell has been developed by the author along with
real-time size-discrimination techniques of the vehicles (1).
A problem in this new system was that of a background level
change of the natural illumination intensity due to a position
of sun, cloud, or other weather conditions. However, such a
background level change can be compensated electrically at
the photocell’s output since it is possible to obtain the
moving vehicle signals by discriminating the vehicle image
response (signal) from the background level (zero level) by
means of threshold devices. The computation needed to set
the zero level deviation, however, is rather difficult since the
natural illumination intensity varies widely compared with
the intensity of the vehicle image signal on the photocell.

One of the most efficient means in eliminating the effect of
background illumination intensity variation when treating a
natural visible pattern is by converting the image into a
spatial frequency domain. This way, since the background
illumination intensity appears in a dc component in the
spatial frequency domain, we can easily disregard the dc
component, provided that an appropriate Fourier pattern
analyzer can be obtained. An optical Fourier transform
using lens system is difficult to apply on this matter because
the natural reflection light is incoherent. A digital fast
Fourier transform algorithm (2) may be applied, however
the system will become complicated since the object is
moving. o
~ The author proposed a new analog and fully parallel

Manuscript received November 15, 1977. This work was supported in
part by the Kurata Research Grant.

The author is with the Department of Electrical Communications,
Tohoku University, Sendai, Japan.

phase
multiplier splitter summer
Af,
fo
f, X

input
output

. ‘—@ sinusoidal wave (carrier)
A:Gain generator

cos wt

Fig. 1. Structure of the PFT equipment.

Fourier transform (PFT) system (3) which can be easily
applied for the above purpose. In this paper, the hardware
implementation of the simple PFT (9 inputs, 9 outputs) is
described in Section II, the moving vehicle detection system
in Section III, and the experimental results of moving-
vehicle-size detection in Section IV.

II. HARDWARE IMPLEMENTATION OF ANALOG PFT

The proposed analog PFT (3) can be seen as a hardware
substitution of an optical Fourier transform system using
lens and laser, especially in the two-dimensional case,
although it has been used for the optical one-dimensional
Fourier transformation as well (4). The speed of the analog
PFT, therefore, can be limited only by the signal transmis-
sion time because no memory device is involved. For the
present purpose of detecting moving vehicle size, it is not
necessary to construct two-dimensional PFT, because the
vehicle size can be determined by measuring its length.

A. Construction of the One-Dimensional Analog PFT

The general schematic diagram of the one-dimensional
analog PFT is shown in Fig. 1. How this construction works
as the Fourier transform system has been explained in the
literature (3). The number of channels N corresponds to the
number of samples simultaneously applied to the PFT
equipment. We take N = 9 for the present purpose; we shall
see the reason for this in Section III.

0018-9456/78/0900-0215$00.75 © 1978 IEEE
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and ¢g. (b) for ¢, and ¢. (c) for ¢.

The input signals (fo,f}, ***,fn-1) are linearly multiplied
by a sinusoidal wave as shown in Fig. 1. The amplitudes of
the sinusoidal waves are fed to the phase splitters (¢o,
&1, """, dn—1), cach has N output terminals. The output
phase angles of ¢, (1 =0, 1, -, N — 1) can be expressed as

¢.: [0, 2nn/N, 2n2n/N, -+, 2n(N — 1)n/N]. (1)
Fig. 2 shows the vector diagrams of each phase splitter when
N =09, and Table 1 shows the relationship between
frequency components (Fo, Fy, -, Fg) and phase angles to
be summed up by the sum (},) in Fig. 1. For example, F,
and F, can be obtained, respectively, as follows:

(2)

8
Fo=A Y f;cos wt= B, cos wt
i=0

and

4
Fi=A4 [fo cos wt + f; cos(wt+2§) + 12 cos(wt+—91—t)

+ f3 cos (wt + Z’;) + f, cos (a)t + §97—t)

10n 4rn
+ f5 cos wt+——9— + fo cos wt+?

14n 16n
+ f5 cos (wt + —‘9—) + fg cos (O)t + “9—)l

= Bl COS (wt + 01)

3)
where A4 denotes the gain of the multiplier, B, and B, denote
the summed up amplitude of dc (F,) and fundamental (F,)
component, respectively. The ith frequency component (F)
can be expressed generally like

F; = B; cos (ot + 6,) 4)

where B; and 0; denote the amplitude and phase angle,

respectively. As has been described in the literature (3), we
have the following relations for B; and 0;:

Bi=9i=BN_i—9N_i, I#O. (5)

For N=9, B, =Bg, B,=B,, By=Bs B,=B;, and
0, = —0g, 0, =—0,, 0= —0¢, 0, = —0s, respectively.
Then, the highest frequency in this case, is component F,.

The multipliers in Fig. 1 can be eliminated when an ac
biased CdS photo-sensor array is used, since the outputs of
the ac biased CdS photo-sensor array become the form of
Aficos ot (i=0, 1,2, -+, 8) as we shall see in Section IIL.

Vector diagrams of the phase splitters. (a) for ¢4, ¢5, ¢4, ¢s, $1
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Fig. 3. Circuits for the phase splitters. (a) for ¢,, ¢, ¢4, @5, P, and ¢g.
(b) for ¢; and ¢. (c) for ¢,.

The PFT in this case becomes simple and can be made of the
phase splitters (¢, ¢4, -, ¢s) and the sums (Yo, D1, >

8)
B. Phase Splitters and Sums

We need 3 types of phase splitter to obtain the vectors
shown in Fig. 2; a) 9-phase for @y, ¢,, P4, s, ¢-,and ¢g,b)
3-phase for ¢, and ¢, and c) single phase for ¢,.

We have many methods of obtaining the phase splitters.
One of the most advanced methods is supposed to use anew
semiconductor device such as a BBD or a CCD. However,
since the BBD and CCD are still in advancing stage and
rather expensive, and the number of phases in this case is
rather small (N = 9), we can make do with R, C discrete
components along with operational amplifiers.

The sinuscidal wave (carrier) frequency can be chosen
nearly arbitrarily in this case. The carrier frequency limits
the transformation speed. However, since the PFT outputs
are parallel and all frequency components are simultan-
eously obtained as the forms shown in (4), not so high-
frequency carrier is necessary, and since (4) can be
deterministic after t = 2n/w (= 1/f, fis carrier frequency),
the transformation can be made after 1 ms when fis 1 kHz
The 1-ms transformation time is sufficient for the present
purpose. Hence, we choose the carrier frequency 1 kHz.

Fig. 3 shows the circuits of the phase splitters, in which a)
shows the 9-phase splitters for @,, ¢,, ¢4, ds, P, and ¢g,b)
for ¢5 and ¢, and c) for ¢,, which correspond to Fig. 2,
respectively.
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TABLE 1
RELATIONSHIP BETWEEN THE SPATIAL COMPONENTS AND THE
PHASE ANGLES OF SINUSOIDAL WAVES TO BE SUMMED UP

phase

Summe;ﬂer d)o ¢| ¢2 ¢3 Cb,, d)s ¢5 ¢7 ¢a °,5‘"
2% olo|loloflo|Oo|O0|o|oO|F,
2 | o | Frel g dundndnprgn g F
X, | o g e e g s R
DI 0|Znjsnio |Ln4njo |Ln 2| F,
2 0 |Ern|ln|Lnjlin)tn|LnLnlnl F,
25 0 -'QQTL %n —;‘m—;m‘—g‘in %m%m—g—n Fs
e | o En 3o [$q I (42,
2, 0 |&m ’—9°-rL —g—TL -;—TL %m T‘n_grLT‘;n_ F,
28 O |onjlin|tr/QnSnZn)ondn F,

The sum is shown in Fig. 4, which is an ordinary circuit. 9
sums are prepared, which are denoted as Y o, Y, **-,and Y g
in Fig. 1 and Table L

Each output of the phase splitters is summed to obtain the
frequency components (Fy, Fy, -*-, Fg)insuch a way shown
in Table I. The summation to obtain F,, for example, is
shown in (3).

Fig. 5 shows the actual view of the 9-channel PFT
equipment made up by the procedure mentioned above.

C. Performance of the PFT

The analog PFT is inevitably less accurate compared to
the DFT using a digital computer. The accuracy of the PFT
can be tested by measuring the unwanted components when
a flat input (dc) is analyzed. The flat input is realized in this
case by applying the equal amplitude sinusoidal wave (1
kHz) to all input terminals.

Fig. 6 shows the experimental results when the flat input is
applied. In an ideal operation of the equipment, all outputs
except F, should be zero. However, as shown in Fig. 6, the
unwanted components (F,, F,, -+, Fg) appear. From this
result, we can estimate its accuracy as 1 percent in this case.

217,

Fig. 5. Photograph of the PFT equipment.
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Fig. 6. Experimental result showing the accuracy of the PFT, when flat

input (dc) is applied.

Fig. 7 shows the measured results of F, when the
waveforms (spatial waveforms like those shown also in Fig.
7) were applied to the PFT input, in which each sample value
shows the amplitude of 1-kHz sinusoidal wave. As we know
from the nature of Fourier transformation, the magnitude of
frequency components are independent of the position of V,
wave. If the PFT equipment is errorless, the spatial
frequency component for the corresponding input
waveform for the given value of ¥, must be independent of
the position of ¥, wave. However, the data shown in Fig. 7
have some deviation, which shows the effect of position of V,
wave, and it comes from the error of the PFT. From this
results, we can estimate the accuracy as 5 percent when
V,=02V.

The experimental results shown in Fig. 7 can be seen as a
simulation of a vehicle size detection, if we make V; and V,
wave correspond to a background illumination level and a
vehicle image level, respectively. We can see from Fig. 7 that
it may be possible to discriminate the vehicle size by
detecting the magnitude of F; component, if the vehicle
image contrast is high (V; <V, or V| > V).

III. VEHICLE-SIZE DETECTION SYSTEM

A block diagram of the moving vehicle detection system is
shown in Fig. 8. An optical lens (camera) views a road along
which vehicles run. A CdS array sensor is installed at a focal



218

V2 wave
P 4 V) wave
-
@ W @
o 1+
Bt @ %" ®
‘ - v
v W
% fofy oy f, f5 s 15 fy
Dol
a 02t r
1

B ; @
3 TNy
s
]
2
c
g
=

o 0

V=01Vp-p

\ /

L 1 1 A 1
0 002 004 006 008 01 012 014 016 018 O.

Magnitude of \/] (vp —p)

Fig. 7. Experimental result of the fundamental spatial frequency com-
ponent output when the spatial waveform made of two rectangular
waveforms (¥, wave and V, wave) are applied.

camera
vehicle -
AT 143 multi-ch.
(D SRR ¢ G [ PFT :g:w" -} )
t;-i v (9ch) o] Pen
7H Fi—» Recorder
[
CdS array .
(9 cells) rectifier

Fig. 8. A block diagram of the moving vehicle detection system.

plane of the lens. The vehicle image can be focused on the
CdS array. The electric signals from each CdS cell unit can
be obtained in parallel, which are applied to the PFT. The
outputs of PFT are recorded on the multichannel pen
recorder. Since the outputs of PFT are sinusoidal, rectifiers
are necessary between the PFT and the recorder.

The PFT (9 channel) has been described in Section II. In
the present detection system, an ac biased CdS array sensor
(9 cells) was used as shown in Fig. 9. As a light-illumination
intensity increases, the resistance of CdS cell (Rd) decreases,
then the output voltage (1 kHz) of each output terminal
increases. The relationship between the output voltage and
the light intensity was obtained like that shown in Fig. 10.
Each semifixed resistor R in Fig. 9 can be adjusted so that
each output voltage has the same characteristic like that
shown in Fig. 10. The characteristic shown in Fig. 10 means
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Fig. 10. Relationship between the illumination intensity and the output
(rms) of the circuit shown in Fig. 9.

that the amplitude of sinusoidal wave can be modulated by
the light intensity. That is to say, the ac biased CdS circuit
shown in Fig. 9 can act as the multiplier between the
sinusoidal wave and the light intensity. Hence the multi-
pliers in PFT shown in Fig. 1 are not necessary in the PFT
used in the vehicle size detection system shown in Fig. 8.

IV. EXPERIMENTAL RESULT

The vehicle-size detection system was set in the building
room. The distance from the camera to the road was about
80 m. The vehicle image size on the CdS array was so
adjusted that a city bus image (the largest) covered 4 of 9
CdS cells and a motorcycle image (the smallest) covered 1
cell. The other vehicle images fall between them. The model
of these relations has been shown in Fig. 7 as the spatial
waveforms in which V, waves correspond to the vehicle
images.

Fig. 11 shows a part of recorded result, in which the spatial
frequency components from dc to fourth harmonics are
shown. The fourth harmonic component is the maximum
spatial frequency component in this case (N = 9) from the
relation shown in (5).

The dc component shows the mean value of light intensity
on the CdS array, which, of course, changes widely due to an
outdoor sunshine illumination. The vehicle image signals
appear in the dc component, which can be seen the total light
intensity change due to the vehicle images. The vehicle
image signal detection from the dc component may be
difficult because the drift of dc component is too large
compared to the signal level. On the contrary, the other
frequency components can drift very little as we see in Fig.
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An example of the recorded result of the spatial frequency com-
ponents of the vehicles, 250 mV/div.

11. The vehicle signal superposed on the dc component
appears either in a plus side or minus side depending on
color, shadow or some complex light reflection pattern of a
vehicle. However, all the other spatial frequency compo-
nents can appear in a plus side only. This has been proofed
in the experiment for the fundamental component as we can
see from Fig. 7; the output appears in a plus side in either
caseof V, > Vior V, < V.

Since the high spatial components (from second to fourth
component) can be considered to show a detail pattern of
vehicle image, their magnitude may be almost independent
of a vehicle size. The magnitude of fundamental component
has depended clearly on the vehicle size as we can see from
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Fig. 12. Fig. 12 shows the relation between the magnitude of
the fundamental components and vehicles detected by the
method mentioned above.

V. CONCLUSION

A new type of one-dimensional fully PFT equipment was
developed and applied to a moving vehicle detection system.
The system mentioned in this article has special merits
compared to the former method [1]. Firstly, the present
system is rather insensitive to the outdoor-light-
illumination intensity which can widely change due to a
position of the sun and other weather conditions. Secondly,
the spatial components can appear always in a plus side in
either case where a light intensity from vehicle is above or
below a background light intensity.
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A Fast-Response Logarithmic Electrometer
for Pulse-Reactor Experiments

TOSHIYUKI IIDA, KENJI SUMITA, NAOAKI WAKAYAMA, aND HIDESHI YAMAGISHI

Abstract—The response time of a logarithmic electrometer was
improved for pulse reactor experiments requiring long detector
cables. A new phase-compensation technique was used in the circuit
and it is based on the idea that a current variable resistance inserted
between a detector cable and the input terminal of the logarithmic
electrometer recovers the phase lag caused by the input capacitance.
This stable and fast-response logarithmic electrometer was suc-
cessfully applied to transient power measurements of the one-shot
pulse-reactor “YAYOL”

I. INTRODUCTION

ANY EXPERIMENTS have been carried out for the

investigation of reactor safety at the pulse reactors of
the “NSRR” [1], [2], the “YAYOTI” [3], and others. The
logarithmic electrometer, which covers a very wide current
range, is useful for those pulse-reactor experiments. Its
response time generally has been limited on account of
instability caused by the input capacitance of a detector and
acable. It requires a large feedback capacitance to obtain the
stability at high current levels. Therefore, its response time is
severely degraded at low current levels. For the case when a
small feedback capacitance is selected to obtain a fast
response, the response of the logarithmic electrometer is
often accompanied by overshoot and ringing phenomena at
high current levels. Such contradictions between the re-
sponse time and the stability of a logarithmic electrometer
are caused by the marked change of the current-dependent
resistance of a logarithmic element. This has made it difficult
to design a fast response logarithmic electrometer for pulse
reactor experiments.

In order to solve this problem, we proposed a phase-
compensation technique which was realized by inserting a
resistor between a detector cable and the input terminal of
the circuit [4]. This technique made it possible to improve
the response time at low current levels. However, at high
current levels, the logarithmic electrometer with this
technique has poor response time which is determined by
the product of the inserted resistor and an input capacitance.

A new phase-compensation technique was developed to
overcome this problem and the marked improvement of the
response time of the logarithmic electrometer was obtained.
At first, the relation between the stability and the response
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D
=
i+aiy—>
I
Fig. 1. Equivalent circuit diagram of a conventional logarithmic

electrometer.

time of a logarithmic electrometer shall be discussed gen-
erally and then the new phase-compensation technique and
experimental results of a fast-response logarithmic elec-
trometer shall be introduced.

II. STABILITY AND RESPONSE TIME

Fig. 1 shows the equivalent circuit diagram of a conven-
tional logarithmic electrometer. Here C;, represents the
total input capacitance of a detector and a cable. An
operational amplifier has smooth 6 dB/octave rolloff provid-
ing stable operation at all values of gain. Semiconductor
diodes or silicon planar transistors have been recently
employed for the logarithmicelement D [5], [6]. The relation
between a current i,, flowing through the p-n junction and a
voltage v, across it is given by

ig =iy {exp (qua/nkT) — 1} (1)

where

i; the saturation current and is temperature dependent,

q the electronic charge,

n a factor which depends on the density of the recom-

bination centers in the junction region,

k Boltzmann’s constant,

T the absolute temperature, respectively.

When i, > i, equation (1) is approximated by
Vg = nkT In (2)
q ls
which shows good logarithmic characteristics.

Fig. 2 shows the measured i, — v, characteristics of a
diode-connected model 2N3058, which was used for a newly
designed logarithmic electrometer. The result gives the
following values:

n=10 i;=60x10"'* A (T =300 K).

0018-9456/78/0900-0220$00.75 © 1978 IEEE
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Fig. 2. Logarithmic characteristics of a diode-connected 2N 3058 for T = 300 K.

The transient response of a logarithmic electrometer can
generally be expressed by a nonlinear differential equation
with respect to time [7]. It is troublesome to solve the
differential equation, so that it is difficult to obtain the
simplified relation between the response time and the stabil-
ity of a logarithmic electrometer. For the present purpose, a
small signal-response analysis was adapted and this makes it
easier to evaluate the relation between the response time and
the stability of a logarithmic electrometer. It is evident from
experimental results which shall be shown in Section 4 that
this analysis is applicable to our purpose.

The transfer function of the logarithmic electrometer
circuit shown in Fig. 1 can be described as follows:

AE,(s)
GI(S) - AIl(S)
— _rD
" 14 (rpCin/Ao + rpCy + 1o)s + 1p(Cig + C)ro8
3)
where
Ty 1
= — = — 4
fo Ay 2mf, “)
nkT 1
p= q i )
and
Ao the open-loop gain of the operational amplifier,
T, open-loop time constant of the operational
amplifier,
fo  the unity-gain crossover frequency of the opera-

tional amplifier,

rp the linear resistance of the logarithmic element for
the small signal and it increases proportionately with
decreasing bias current,

C, a feedback capacitance and

s the Laplace transform variable, respectively.

Then, the stability condition of this circuit, in other words,
the condition that the poles of (3) are all negative and can be
expressed by

To Cin

=Cy,. (6)
For C, < C,, the logarithmic electrometer is underdamped
and a pulsed input, having high-frequency components,
must cause overshoot and ringing phenomena. Such under-
damped condition should be avoided in measurements of
transient phenomena. The critical damping condition is
realized when C; is equal to C,. This relation gives the
fastest response of the logarithmic electrometer within the
stable condition. If we substitute the relation C, = C,, into
(3), the time constant T; at critical damping becomes

Ty =1+ \/"50 rpCin = \/‘Corpcin (7)

which shows the limit of the obtainable response time of the
logarithmic electrometer is determined not by C, but 74, ),
and C;,. For C;> C,, the logarithmic electrometer is
overdamped, not to mention of stable. A logarithmic elec-
trometer should be overdamped for pulse-reactor
experiments.

As shown by (5), the resistance rj, of the logarithmic
element varies according to a bias current flowing through
it. Consequently the damping coefficient of the logarithmic
electrometer depends on the level of an input current. Hence,
it is necessary in the design of a logarithmic electrometer to

p




222

IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. IM-27, NO. 3, SEPTEMBER 1978

10 100m
14700 pF —]

o 10k P “1iom

Q

= Stable

]

S

5 10 Unstable Im 9

o

g —

3 S
")

3 o 100y §

a Q

O )

S £

@ =

10 10u
1 1
1 1 Jd A A 1 051“
10 10° 10" 107 10° 10° 107 107

Input Bias Current (A)

Fig. 3. The critical damping condition of the logarithmic electrometer shown in Fig. 1. Curve A shows the feedback capaci-
tance for critical damping, curve B the time constant at critical damping and curve C the time constant of a conventional
logarithmic electrometer. f, = 1 MHz; 4, = 100 dB; C;, = 3000 pF; nkT/q = 26 mV.

ensure the stability all over the measuring current range.

The critical damping condition of the logarithmic elec-
trometer shown in Fig. 1 was calculated varying an input
bias current. Here input capacitance C;, was estimated at
3000 pF, which is nearly equivalent to the total capacitance
of a detector and a cable of about 40 m. A MOSFET
operational amplifier which is easily available also has the
following features: 4, = 100dB, f, = 1 MHz. The feedback
capacitance and the time constant at critical damping were
calculated from (5), (6), and (7) using the above values. The
results are shown in Fig. 3. In the design of a linear
electrometer, it is possible to select an adequate feedback
capacitance for each current range, but in the case of
the logarithmic electrometer such a selection is impossible.
When measurements of the maximum current of 10~ > A are
assigned to the logarithmic electrometer shown in Fig. 1, it
needs a feedback capacitance of 14 700 pF (= Cy,) for the
stability, which is shown in Fig. 3 (curve 4). The response
time of the logarithmic electrometer with that feedback
capacitance C,, is nearly determined by the product of rp,
and C/,, so that it is inversely proportional to the input bias
current. This is shown in Fig. 3 (curve C). Consequently that
logarithmic electrometer comes to suffer from the severe
degradation of the response time at low current levels. For
example, the response time becomes about 3.8 s at 10~ 107
level (= 0.026 V + 107 '° A x 14700 pF). Thus the conven-
tional logarithmic electrometer such as shown in Fig. 1
cannot be applicable to the wide range instrumentation of
pulse reactors of which power widely change with very short
reactor period. It is important in design of the logarithmic
electrometer for pulse-reactor experiments to improve the
response time especially at low current levels without any
instability.

i.Ai2-> fx(i)

=

Fig 4. Equivalent circuit diagram of a logarithmic electrometer with a
new phase compensation technique.

L
I

100K} Ao=100dB E
10KH
E D
- tAe:GOdB
q
= 1kh
=
100}
ol bl AT L ) ! .
10 10 10" 107 10° 10° 10 10°

Input Bias Current (A)

Fig. 5. The critical damping condition of the logarithmic electrometer
shown in Fig. 4. Curves D show the inserted resistance for critical damp-
ing and curve E that of the logarithmic electrometer shown in Fig. 6.
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II1. IMPROVEMENT OF THE RESPONSE TIME

If the feedback capacitance of a logarithmic electrometer
can be regulated along the curve A in Fig. 3, the response
time will be markedly improved without any instability.
Such improvement is shown as the change from curves C to
B in the same Fig. 3. The curve B shows the time constant of
the logarithmic electrometer at critical damping. Such
conception, using a variable impedance element for the
phase compensation should be valuable in the improvement
of the response time of a logarithmic electrometer. It is
difficult to obtain a suitable feedback capacitor correspond-
ing to the voltage across the logarithmic element. There-
upon, a new phase compensation technique was developed
in place of the conventional method, which was using the
feedback capacitance in parallel with the logarithmic
element. The equivalent circuit of a logarithmic electrometer
with the new technique is shown in Fig. 4. This technique is
based on that a resistance r, inserted between a detector
cable and the input terminal of the logarithmic electrometer
recovers the phase lag caused by the input capacitance [4],
[8]. Moreover such inserted variable resistance r, can be
regulated according to the level of input current and is easily
available to adapt this phase compensation technique.

The transfer function of the logarithmic electrometer
circuit shown in Fig. 4 is expressed by

_ AE,(s)
G2(S) - AIZ(S)
— —rD
1+ (rpCin/Ao + 1 Cin + To)s + To(rp + x)Cins*

(®)
The stability condition of this circuit can be given by
To ’p To’p
—_—— = ro. 9
2, 4 TG T ®)

For r, > r, the logarithmic electrometer is overdamped and
for r, <r, it is underdamped. Substituting the relation
r. = ro into (8), we obtain the time constant T, at critical

damping as follows:

T2 =T + \/Torl)cin = \/TorDCin (10)

which is the same as (7). It is evident from this that the new
phase-compensation technique is effective in obtaining
stable response as well as the conventional method.

The values of r, depending on input bias current to obtain
the -critical damping condition of the logarithmic elec-
trometer with this technique is shown in Fig. 5 (curves D). If
the inserted resistance r, can be regulated along the curves D
in Fig. S, the response time of the logarithmic electrometer
will be ideally improved. Although it is impossible to obtain
such an ideal resistor, a current variable resistor suitable for
this technique can be easily obtained by the use of some
resistors and a semiconductor diode, and hence the response
time of the logarithmic electrometer with this technique can
be markedly improved.

IV. A PrAcTicAL CIRCUIT AND EXPERIMENTAL RESULTS

A newly designed logarithmic electrometer circuit is
shown in Fig. 6. A model upc 152 A MOSFET operational
amplifier with a unity-gain crossover frequency of 1 MHz
and a bias current of 107 1% A is used for the input stage
(Amp. 1). The open-loop gain of the operational amplifier is
fixed at 60 dB by a source-feedback technique [9]. This is
effective to suppress the maximum value of the inserted
resistance as shown in Fig. 5 (curves D). But it will cause a
steady-state off set positional error to fix the gain too low. A
model 2N 3058, having a saturation current of 6 x 10714 A,
is used for the logarithmic element. The inserted current
variable resistor is composed of a current variable element
D, and two resistors R ;, R,. The same diode mode 2N 3058
is used for D,. The calculated resistance of the inserted
resistor for small signal is shown in Fig. 5 (curve E). A
logarithmic output is amplified by next amplifier (Amp. 2)
built up with a model uA 741A operational amplifier. The
gain of 16.7 magnifications (= 1 V + 60 mV) was adjusted
by a variable resistor R; and hence the gain per decade for
this logarithmic electrometer was chosen as 1 V/decade of
input current. In order to fix an output voltage toO V at an
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An example of the observed power shapes of the “YAYOI” in the
pulse operation below prompt critical state.

Fig 8.

input current of 107'° A, a bias voltage of 220 mV was
applied to the Amp. 2. The zero adjustment was made by a
variable resistor R,. The temperature influence for the
logarithmic element is also compensated by two thermistors
R, Ry used in this amplifier stage. The fundamental prin-
ciples are shown in [10].

The input current signal for testing was prepared from a
bias current i, and a square pulse current with an amplitude
of about 0.05i,. As expected from the stability condition
shown in Fig. 5, the observed output waveforms were
accompanied by no overshoot and ringing phenomena in
whole current range from 107 1° to 10~3 A. The measured
results of the risetime of this logarithmic electrometer are
shown in Fig. 7. The measured data agree nearly with curve

F calculated from (8) using the curve Ein Fig. 5. Acurve Gin_

Fig. 7 shows the risetime of the conventional logarithmic
electrometer. It is evident from these results that at low
current levels the response time of the logarithmic elec-
trometer with this new phase gompensation technique has
been improved two decades compared with the conven-
tional one.

Power shapes of the one-shot pulse-reactor “YAYOI”
were measured by the use of this logarithmic electrometer,
an ionization chamber Westinghouse type 6377 and a
transient memory Iwatsu type DM 701. Figs. 8 and 9 show
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Fig. 9. An example of the observed power shapes of the “YAYOI” in the
pulse operation above prompt critical state.

examples of the observed power shapes of the “YAYOI” in
the pulse operation below and above prompt critical state,
respectively.

V. CONCLUSION

It has been difficult to obtain a stable and fast response
logarithmic electrometer with large input capacitance of a
detector and a cable. At high current levels the stability of
the logarithmic electrometer requires a large feedback ca-
pacitance, by which its response time is severely degraded at
low current levels. This is due to the marked change of the
current dependent resistance of the logarithmic element. In
order to cope with this problem, a new phase-compensation
technique was developed and a stable and fast response
logarithmic electrometer was made. For example, the re-
sponse time of this logarithmic electrometer with input
capacitance of 3000 pF was improved about two decade
compared with the conventional one at low current levels.
This logarithmic electrometer circuit is based on clear
transient analysis and requires no skilful adjustment. A
feasibility test of this logarithmic electrometer system was
also carried out by the one-shot pulse-reactor “YAYOI” and
satisfactory results were obtained in transient measurements
of the reactor.
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Link Compensation in the Kelvin Bridge

GREGORY J. JOHNSON, SENIOR MEMBER, IEEE

Abstract—Compensation for the effects of large link resistance in
bridge measurement of four-terminal resistors usually requires high
precision in the adjustment of the compensating ratio arms. This
paper describes an alternative method which requires no change in the
normal balance procedures and is inexpensive to implement using
readily available operational amplifiers. A description of a particular
measurement at the part-per-million level of a 10-Q resistor with a
link of 200 Q is given. Practical circuit details are included.

INTRODUCTION

RIDGE MEASUREMENT of four-terminal resistors
raises problems, not only because current flows in the
potential leads but also because of the resistance of the link
joining the potential point of the unknown to that of the
standard. The difficulty of current flow in the potential leads
may be surmounted by an auxiliary bridge balance whilst
the technique, devised by Kelvin, of using an additional set
of ratio arms across the link is usually sufficient to compen-
sate for the link resistance. However, for a given permissible
error, the precision with which this compensating ratio must
be adjusted increases as the link resistance increases.
Rameley [1] has shown how to avoid the effects of large
link resistance by inserting an adjustable voltage source in
series in the link so that both ends of the link are brought to
the same potential. This paper examines the Kelvin bridge
balance procedures and describes some alternative methods
of compensating for the link resistance. These were devised
to facilitate the calibration of a precision potentiometer
where the link resistance reached some 200 Q; the methods
are nevertheless not restricted to this application.

BALANCE PROCEDURE FOR A KELVIN BRIDGE
The bridge of Fig. 1 is balanced [2] when

A+ry
X =
B+"4S
N (Q+r3)L A+ry P+rn (1)
(P+Q+r,+rs+L)[B+r, Q+rs|

In practice the resistors r, r,, 73, r4, although adjustable, are
not accurately known since they include leads and contact
resistances. The uncertainty contributed by r, and r, may be
eliminated by balancing a new bridge formed when SW1 of
Fig. 1 is closed. Then

XxX="tg4 (Q +r3)L
ra (P+Q+r,+r3+1L)

11_ . P + ry 2)
ra Q4|
Manuscript received February 3, 1978.
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Fig. 1. Kelvin bridge showing switches SW1, SW2 used in eliminating

leads and link effects.

If the balances (1) and (2) are simultaneously satisfied

A r
= 3
B 7, ®3)
so that
A (Q+r3)L A P+r2
X=—=S+ — - (4
B P+Q+ry+r3+L)|B Q+ry (4)

The second term is usually small and vanishes for zero
link resistance; it may be made negligible if 4/B =
(P + r,)/(Q + r3). This last condition may be established by
balancing a third bridge formed by opening the link L and,
with SW1 open, adjusting r, (or r;) so that

A A P+r,
x== - .
BS+(Q+"3)[B Q+r3] (5)
Equations (4) and (5) together establish that
A P+r,
Zo 6
B Q +r3 ( )
so that
A
X=-=S 7
=+ ")

It is not always convenient to open the link and some
commercial bridges [3] use a different method of adjusting
the compensating ratio. If SW2 in Fig. 1 is closed and (with
SW1 open) r, is adjusted for a balance then the link
resistance introduces no error provided 4/B = P/Q. When
A/B is not exactly equal to P/Q it may be shown that this
sequence of balances leads to

1—

X =kS S ®)

ocML]
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Fig 2. Use of a high-gain amplifier to reduce the effects of link
resistance.

where
M_=[Q+r3+L/(k+1)]/[P+Q+r2+r3+L]
and
P/Q = (A/B)(1 + a) = k(1 + a). 9)

P and Q are constants of the bridge and since they do not
involve uncertain lead resistances may normally be pread-
justed so that o is small. When L is also small the contribu-
tion of the error term in (8) will then be negligible.

PRECISION REQUIRED IN LINK BALANCE

If the balances leading to (1) and (2) are made exactly,
equation (4) shows that the link will contribute a fractional
error

_ L[Q + 13 — (P + ry)/k]
T S(P+Q+r,+r3+ L)

where k = A/B. For a particular precision in establishing the

“balance for (5), 0 increases directly with L. In a specific case
with A=B=P=0=1000Q, X =S=10Q, L=200Q
and r,, ry each about 0.1 Q. r, must be adjusted with a
discrimination of 110 uQ for 6 = 107°. Since it is not
necessary to know the value of P + r, accurately, it can be
more convenient to use a shunt box across either P or Q or
both. If the alternative technique leading to (8) is followed
then the same precision in adjustment of r, is needed and «
must also be less than 1073 for the same error 0.

0

(10)

AUTOMATIC LINK COMPENSATION

The effects of high link resistance may be greatly reduced
by connecting a high-gain amplifier as in Fig. 2.

This may be viewed as effecting automatically Rameley’s
insertion of an opposing voltage source in series with the
link or alternatively, as a substitution of theinput resistance
of the feedback amplifier for the link resistance L. Since most
of the current flowing in X flows through L and into the
amplifier output, the amplifier must be capable of supplying
(or sinking) this current.

Although Fig. 2 shows the amplifier input connected to
the potential terminals on X and S it is not possible to make
these connections exactly. Normally the current terminal of
S will be accessible but the connection to X must be made
either along the link as in Fig. 3(a) or alternatively along the
potential lead to the P arm as in Fig. 3(b). In the former case
the effective link resistance becomes rs + r¢ + L/(G + 1).
The latter case requires somewhat more analysis for an exact
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(b)

Fig 3. Detail of the amplifier connection of Fig. 2. Connection to X is
made as near as possible to the potential terminal. (a) Along the link. (b).
Along the P arm.

19

20x 10 /s!ep 100x0-1 91| step

20 19 18 17 TT;oo

Fig 4. Basic circuit of the two top dials of the potentiometer to be
calibrated. The 1.9-Q resistor is part of the standardizing circuit.

100

solution though the final result does not differ significantly;
to a sufficiently good approximation the effective link
resistance is rg + L/(G + 1).

OFFSET VOLTAGES AND CURRENTS IN THE AMPLIFIER

The amplifier of Figs. 2 and 3 will introduce spurious
voltages in the bridge network. These spurious voltages do
not differ from the usually present thermal EMF and the
same techniques for the elimination of their effects are
suitable. The bridge network attenuates any detector volt-
age due to the amplifier offsets but it is nevertheless
desirable to adjust any trim controls on the amplifier for a
minimum detector voltage due to this source alone.

AN ILLUSTRATION

The methods described here were used to calibrate a
precision potentiometer. The essentials of the two top dials
are shown in Fig. 4; potential terminal-pairs appropriate to
each resistor in the string are available from a double wiper
which is part of the usual adjustment dial.

If the terminals 1, 2 are used as the current connections
with 2 connected to S then the link resistance will vary from
a few milliohms when R, is being measured to about 200 Q
when R,, is the unknown. It is of course, possible to
interchange terminals 1 and 2 for half of the resistors in the
series string thus reducing the maximum link resistance to
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+15v

F

Fig 5. Circuit of the amplifier used for link compensation. The letters F,
H refer to Fig. 3(b).

about 100 Q; with the active link compensation it is not
necessary.

The amplifier of Figs. 2 and 3 was made usingan LM301A
to which a simple class B power stage was added toincrease
the permissible operating currents; the circuit is shown in
Fig. 5. The measured gain G of the amplifier was 160 000 so
that the L/(G + 1) term in the effective link resistance was
negligible even for a link of 200 Q. With a current in the
unknown of 20 mA and a supply voltage of +15V to the
amplifier of Fig. 5 a maximum link resistance of about 700 2
is permissible. Once the active network is connected bridge

227

balance procedure is unchanged from that required in a
bridge using conventional compensation arms except that
the precision needed in adjustment of these arms is that
corresponding to a small link resistance.

The twenty resistors of Fig. 4 were measured against a 10
Q standard with a discrimination of 1 ppm. The time
required for a complete run was less than 1 h and the
reproducibility was within 1 ppm.

CONCLUSION

The problems of using the Kelvin bridge with large link
resistance have been considered. A method of compensating
for the effects of this large link resistance using an opera-
tional amplifier has been described and its practical im-
plementation demonstrated.
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Manometer for Measurement of Differential
Pressure of the Order of 2 Millibars

JURAJ POLIAK

Abstract—Examining the functioning of sensors for measuring
pressure shows that most of them make use of a displacement. The
linearity and the sensitivity of this type of sensor are closely
dependent on the value of this displacement. For the sake of linearity
and repeatability of large signals, the displacement has to be small.
Consequently the output signals obtained are weak.

INTRODUCTION

SCHEMATIC diagram of the proposed solution is

depicted in Fig. 1. It has a “pressure-displacement”
transducer of a classic type with a metal diaphragm, but the
conversion “displacement-electric signal” is performed by
means of interference and a photosensitive device. The
principle of operation can be described as follows.

Manuscript received February 17, 1978.
The author is with the Ecole Polytechnique Fédérale Lausanne, Chaire
d’Electrométrie, 16 Chemin de Bellerive, CH-1007 Lausanne, Switzerland.

9 10

Fig. 1. 1. Monochromatic source. 2. Beam splitter. 3. Fixed mirror. 4.
Diaphragm with mirror. 5. Detector. 6. Up/down counter. 7. Multiplica-
tion constant introduction. 8. Multiplier. 9. Display of the differential
pressure. 10. Display of the number of interferences.
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20mm

Fig. 3. Optical system.

PRINCIPLE OF OPERATION

A monochromatic light beam of known wavelength is
divided by a beam splitter (Fig. 1), semitransparent mirror,
into two parts—one being reflected and the remainder
transmitted. The reflected beam is again reflected at mirror
(3), so that it travels back towards the detector (5). Similarly,
the transmitted beam is reflected from a mirror (4) on the
diaphragm (Fig. 2). Both beams will recombine at the
detector level, producing interference fringes. The displace-
ment of the fringes is a function of the movement of
the diaphragm, therefore of the pressure.

In order to obtain interferences, the difference in the two
beam-lengths has to be smaller than the length [ of coher-
ence. This coherence length is defined as the ratio of the
speed of light ¢ to the spectral width of the source

_c _»
TAv AL

If the light source is a helium-neon laser, the variation in
the beam length due to the movement of the diaphragm is
much smaller than the length of coherence, which is some
tenth of a centimeter. The interference patterns at the level
of the detectors are defined by the optical system shown in
Fig. 3.

g
E
IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. IM-27, NO. 3, SEPTEMBER 1978

20mm

Fig. 5. Estimation of the diameter of the first interference fringe if there is
a maximum in the middle.

Fig. 4 represents the light beams as seen from the screen.

The surface of constant phase difference of the two
coherent point sources S; and S, are revolution hyperbol-
oids. Their intersections with a plane perpendicular to the
line connecting the two foci are concentric circles. In order
to place the two photodetectors correctly, it is necessary to
estimate the radius of the first circle, which corresponds to a
maximum of the light intensity assumed that there is a
maximum in the center (Fig. 5). If the distance S, S, is an
integral multiple of the wavelength, there is a maximum in
the center of the circles. The equations are as follows:

Y2=X?+d?
(Y+ (n—1)A)P? = X2 + (nd +d)~

From these equations one obtains

P T

The term in A can be neglected; and the wavelength is
involved only in the determination of the number of interfer-
ences n:

n= A/,

Fig. 6 gives the radius X of the circle as a function of n and
A. This curve shows that the maximum variation of x occurs
when n and A are small. To assure a correct functioning at
the level of the detectors, it is therefore necessary to provide
sufficient offset in the distance between the mirror and the
diaphragm, in order to avoid the critical part of the curve.

Two photodetectors are arranged in such a way that their
mutual distance is equal to £ or 3 of the distance between the
adjacent maxima of the interference and give two out of
phase signals corresponding to the movement of the dia-
phragm in either direction (see Fig. 7). The direction of the
movement of the interferences depends upon the sense of
variation in the pressure.

where A is a difference in the beam lengths.
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Fig. 6. Diameter of the first circle as a function of n and A.
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Fig. 7. Arrangement of the two detectors.

If the signals from the detectors are applied to the X and
Y inputs of an oscilloscope, the resulting curve is an ellipse
which rotates clockwise. One of the signals is counted by a
reversible counter and gives the number of interference
fringes: the other signal is used for the estimation of the
counting modes—counting-up or counting-down. Theoret-
ically the two signals form two sine curves which are out of
phase. In reality, random disturbances, mainly of mechani-
cal nature, are superimposed on the two sinusoidal signals.
After a minor shock or variation in pressure, the diaphragm
starts to vibrate on its natural frequency and its harmonics.
The disturbances can be classified into three groups depend-
ing upon the detectors output amplitude as follows:

1) disturbances with amplitudes smaller than half the

maximum of the sine-wave signal,;

2) disturbances between half that amplitude and the full

amplitude;

3) disturbances higher than the total amplitude of the

sine-wave signal.
In the first two cases, one can eliminate their effect by usinga
detector with hysteresis and properly adjusted threshold
levels (Fig. 8).

If the disturbances are too severe, the signalis of no value.
Electrical filtering cannot be used, because it would affect
the counting of faster or slower pressure variations and this
would limit the performance of the system. Excluding a very

Fig. 8. Random disturbances superimposed upon the two sinusoidal
signals.

complicated signal processing, some elimination of the
disturbances or noise can be done by proper selection of the
diaphragm. Several types of capsules and diaphragms with
different possibilities of fittings were tested. The diaphragm
was excited by a loudspeaker till a maxima amplitude was
obtained. The diaphragm giving maximum amplitude smal-
ler than one half of the amplitude corresponding to the
interference fringe was chosen.

From the detectors with hysteresis two logic signals (Fig.
8) pass through the direction discriminator and the up/down
counter. The binary coded decimal (BCD) signal, corre-
sponding to the number of the interference fringes per unit of
pressure, is collected at the output of the up/down counter.
The ratio between the state of the up/down counter and the
pressure is defined by the wavelength of the laser and the
mechanical parameters of the diaphragm.

The calibration factor of the instrument can be set
according to the required display unit chosen in advance by
the user.

One could adapt the characteristics of the manometer by
changing the diaphragm or the wavelength of the laser; these
methods would be complicated and expensive. The problem
was solved as follows: The number of interference fringes
corresponding to the pressure is multiplied by a constant
function of the selected unit of pressure chosen for the
display. The multiplication is performed automatically, in
this particular case in 2.3 s: the introduction of the constant
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Fig. 9. Manometer mounted in a 19-in box, front view.

J
/
/
3004 . /
/
/
/
/
/
2004 , /
/
/
/
/
1004 '/
/
/
/ /
/

——=— mmH0

Fig. 10. Calibration curve.

is performed by means of a keyboard before the measure-
ment starts.

REALIZATION

Because the complete apparatus (monochromatic source
of light, optical system, detectors and diaphragm)is sensitive
to disturbances and noise, it has to be assembled as solidly as
possible. For this reason a compact monochromaticsource,
the helium-neon laser model 136 of Spectra Physics was
chosen. The complete system—Ilaser, optics, diaphragm—
was built into a 19-in rack tray (Fig. 9), in such a way that
there is a possibility of adjusting the position of the fixed
mirror by three micrometric screws.
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UNITES DE CONSTANTE | FACTEUR
MESURE
e |
-3
mbar 56850 10
-2
mm H,0 57971 10
-3
Torr 42640 10
Pa 2 -1
N/m 56850 10
Fig. 11. Multiplication constants.

Estimation of the multiplication constants was based on
the calibration performed by the “Bureau Fédéral des Poids
et Mesures” (Federal Bureau of Standards of Switzerland).
The calibration has been made both for increasing and
decreasing pressure. The results of this calibration are given
in Fig. 10; Fig. 11 gives the values of some multiplication
constants. The principal characteristics of the equipment are
as follows.

Available ranges
2 mbar
20 mm H,O
2 Torr
200 Pa (200 N/m?)

Resolution
6-10~3 mbar
or 6-102mm H,0
or 4-10~3 Torr
or 6-10~! Pa (N/m?)

Precision
0.5 percent of full scale

Linearity
+0.3 percent

Hysteresis
1 digit.

CONCLUSIONS

The differential manometer presented in this paper is able
to function in a large range of pressure, independent of the
nature of the gas. The maximum differential pressure and the
sensitivity, depend on the diaphragm chosen. The displace-
ment of the diaphragm changes with the exponent 1.2
through 1.6 of its thickness and with the exponent four of its
diameter [1]; this gives the possibility to adjust the required
sensitivity of the apparatus and its range of measurement.
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A Technique for Measuring the Efficiency of
Waveguide-to-Coaxial-Line Adaptors

PETER J. SKILTON

Abstract—This paper describes a technique for measuring the
efficiency of a waveguide to coaxial line adaptor fitted with a sexless
connector. Three such adaptors of the same type are required to
implement the technique but there are no constraints on the charac-
teristics of the individual adaptors; neither low dissipative attenua-
tion nor low VSWR are necessary and identical performance of
adaptors within the set of three is not assumed. Any error in the
adaptor evaluation due to modes other than the principal mode
propagating between ‘“back-to-back” adaptors can be detected and
eliminated.

A method is described for quantifying the uncertainty in adaptor
efficiency in terms of component uncertainties in the evaluation and
the results obtained with three WG16 (WR90) to GR900 adaptors at
8.2 GHz are used to illustrate the technique. Although dependent on
the reflection coefficient terminating the adaptor, typical 95-percent
confidence limits for an adaptor efficiency of 99 percent vary from
+0.08 to +0.12 percent.

The technique is also applicable to adaptors between waveguides of
different cross-sections, e.g., circular to rectangular or taper sections,
and also to sexless coaxial to coaxial adaptors.

INTRODUCTION

N THE EVALUATION and transfer of standards of

microwave attenuation, noise, and power, there is a
recurring requirement for a knowledge of the loss in wave-
guide to coaxial line adaptors. Occasionally a comparison of
waveguide and coaxial line devices is required within
narrowly overlapping frequency bands where the VSWR’s
of the devices and adaptor approach the manufacturers
specified value. Hence one requirement of any universal
technique for adaptor evaluation is that no assumptions
should be made of low dissipative loss or VSWR. Results of
automatic network analyser (ANA) measurements of volt-
age reflection coefficient of three adaptors constructed for
use in a narrow overlap of frequency bands showed also that
no assumptions could be made about the equality of a pair of
adaptors. Finally, if the coaxial line, or the connectors,
approach their upper frequency limit a means is required of
ensuring no propagation between adaptors in a mode other
than the principal TEM fif, for the purposes of evaluation,
they are connected “back-to-back” at their coaxial parts.

One consequence of avoiding simplifying assumptions
about the properties of an adaptor, or of not restricting the
voltage reflection coefficient of its terminations to a low
value, is an increase in the number of measurements
required to quantify the adaptor; thus increasing the uncer-
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Fig. 1. Port numbering of a single adaptor.

tainty in the final result. The uncertainty in four sequences of
measurements using a set of three adaptors is analyzed in
terms of the uncertainty in each stage of the evaluation and
the magnitude of the cumulative uncertainty derived.
Firstly, however, the theoretical basis of the method is
described.

ADAPTOR EFFICIENCY

Since three adaptors of the same type are required to
implement this technique the letters L, M, and N will be used
to represent their scattering matrices and S to represent the
scattering matrix of an assembly comprising two adaptors.

The adaptor shown in Fig. 1, terminated in a load of
voltage reflection coefficient I';, will have an efficiency,
defined as:

_ Power absorbed in load
~ Incident power — Reflected power

given by [1]:

U

1)

N _—_@ lLlez(1 — |FL|2) (2)

Zoy (1= [Ty PP)[1 — Ly, Ty P
The quantities I'; and L,, can be determined from one-port
ANA measurements and |I'y| from either waveguide
reflectometer or ANA measurements. The following section

describes the method for determining the remaining term,
(ZOI /ZOZ) l L21 IZ‘

MEASUREMENT OF AN ADAPTOR AND AIR-LINE ASSEMBLY

A technique for evaluating (Zy,/Z,)|L,,|* for a low-
loss waveguide to coaxial adaptor and assigning limits to the
adaptor efficiency has been described by Clark [2]. The
technique requires voltage transmission coefficient mea-
surements of each possible combination of two adaptors

0018-9456/78/0900-0231$00.75 © 1978 IEEE
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Fig. 2. Adaptor and air-line assembly.

connected “back-to-back” at their coaxial ports. To mini-
mize the risk of propagation between adaptors of a mode
other than the principal (TEM) mode this technique was
modified to include a length of air-line separating the coaxial
ports of the adaptor pairs. Fig. 2 illustrates two adaptors
separated by an air-line of scattering matrix X. The voltage
transmission coefficient |S,;| of this assembly must be de-
termined. One way of achieving this in a laboratory
equipped for waveguide power measurement is to use a
waveguide transfer instrument [3] to measure the efficiency
of the assembly (1) and calculate |S,,| from
1- I

1824 = ﬂ(m) |1 -8, T, 3)

ANALYSIS OF AN ADAPTOR AND AIR-LINE ASSEMBLY

The scattering parameters of the assembly of adaptors
and an air-line can be related to the individual scattering
parameters of the three cascaded devices [1]. Assuming the
scattering matrix of the air-line can be represented by

0 X5
4

X,, 0 ()
(the error in assuming X ;; = X ,, = Oisquantified in a later

illustration of the technique) then, for the assembly in Fig. 2,
putting L,, = (Z¢1/Z¢,)L,, etc., gives

X =
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Writing (6) for the three possible combinations of the three
transformers with one air-line gives

ZOI) L21X21M21

S =2 8

S21lua (Zoz 1= L, My, X3, ©)
ZOI) L21X21N21

S =(2%)| ——=21f21tat 9

[Salun (zoz 1-L,,N,, X%, ®
ZOI) M21X21N21

S = (=21 10

21 lun (Zoz 1—M,,N,, X3, (10)

from (8), (9), and (10) the following expression can be
derived:

__Zﬂ ILZIIZ - {lSZI'LM|S21|LN>

ZOZ |S21|MN

Il — L22N22X§1| Il - L22M22X§1|‘
IXZII |1 - MZZNZZX%II

(11)

The left-hand side of (11)is the quantity required in (2); the
terms | S, | Ly €tc., could be determined either from attenua-
tion measurements or from (3) using efficiency and reflection
coefficient data and the complex reflection coefficient at port
2 of each adaptor found from ANA measurements. The
terms (Zo1/Zo,)| M1, |? and (Zo,/Z0,)| N2 |? can also be
determined from (8), (9), and (10).

AIR-LINE TRANSMISSION COEFFICIENT

The only term in (11) not yet derived is X ,,, the air-line
voltage transmission coefficient. This was estimated in the
following manner. If the dissipative component of attenua-
tion of two adaptors and an air-line, x cm in length, is
denoted by ay, then

(1~ 15,P)

ax= 10 loglo |S21'2

(12)

Similarly if no air-line is used the dissipative attenuation of
the pair of adaptors () can be found. Making the assump-
tion that the total attenuation of the air-line

(13)

(Z01/Z02)L31 X3, M3, (10 logyo 1/| X5, |?) is given by ay — oo, the error in this
Syy=Ly + 1 - L. M..X2 ) assumption (4) can be derived from the limits of
22 22421
ZOI L21X21M21 1
S, ==21 =S 6 oy — 0o) — 10 log,0 — -
12 ZOZ 1— L22M22X%1 21 ( ) ( X 0) 810 |X21|2
Sy, =M, + (ZOI/ZOZ)M%IX%ILZZ' (7) Substitution from (5) and (6) in (12) yields oy and setting
1—-L,,M;, X3, | X51 |* = 1in the result yields a. For the assembly in Fig. 2,
o has the limits of
8= +10 log,, [1+ [LpaM5yp X34 |1 = [ Laa[(1 = [LeaMap X34]) — (Zox/Zoz)|L§1X§1Mzzl]2 :

[1— |Ly;M o | P = [|Lia | (1 + |LyaMas|) + (Zo1/Z0,) | L1 M5, | TP

(14)

(Since the magnitude of the error depends on the magnitude
of the adaptor reflection coefficients, the former is min-



SKILTON: MEASURING THE EFFICIENCY OF WAVEGUIDE TO COAXIAL LINE ADAPTORS

233

Zo) 2 2o 2 o4 2
Ioy |-21 | Tog | Nat | 702 M2 |
z°2| 21 zozl PY Io, 1M
12-5 cm AIR-LINE — A N
v P -
- "
10cm AIR= LINE ' A 4
‘ — o —
L {
7-5cm AIR-LINE r A 4
L @ |
. E—
NO AIR-LINE —_—h—
—
1 1 1 L [ N |
L T T T T 1
0-983 0985 0-987 0-989 0-991 0-993

Fig. 3. Results of adaptor evaluation.

imized by using the two lowest VSWR adaptors to evaluate
an air-line).

ILLUSTRATION OF THE TECHNIQUE

Evaluation of the loss in three waveguide to coaxial line
adaptors was necessary to enable a comparison between the
WG16 (WR90) bolometric power standards employed in
the national microwave standards division of the Royal
Signals and Radar Establishment and the 50-Q coaxial line
power standards employed at the National Physical Lab-
oratory (NPL). The frequency chosen for the comparison
was 8.2 GHz [4]. This was the lowest WG16 frequency at
which calibrated bolometer mounts were available and the
upper frequency at which the efficiency of the NPL, GR900
equipped calorimeter, had been determined. A method of
adaptor evaluation which would detect the presence of
moding problems in the GR900 connectors appeared desir-
able in view of the comparison frequency.

The adaptor evaluation was performed using the
technique described with three different air-lines (7.5 cm, 10
cm, 12.5 cm) and again with no air-line. The efficiency and
voltage reflection coefficient of assemblies of adaptors and
air-lines were measured using a WG16 transfer instrument
and values of |S,;| calculated from the efficiencies
and additional ANA results. | X ,, | was calculated for each
air-line from results with the two lowest VSWR adaptors
and the values of (Zy,/Z¢,)| L, |% etc., obtained from the
four sequences of measurements are shown in Fig,. 3.

UNCERTAINTY IN ADAPTOR EVALUATION

The individual random and systematic uncertainties in
the measurement of six of the parameters required to
evaluate (3) and (11) were quantified; both in magnitude and
shape of their probability distribution.

i) ANA magnitude and phase uncertainty in S,, of
+0.002 and +4° respectively (95 percent limits of a Gaus-
sian distribution [5].

ii) Transfer instrument uncertainty in |T'; |. Dependent
upon: ‘

1) accuracy of tuning of the transfer instrument,
2) stability of power level from the source,

3) noise and drift in power meters,

4) voltage measurement,

5) equal to +0.001 (rectangular limits).

iii) Transfer instrument uncertainty in n,. Dependent on
the four factors in (ii) and the repeatability of the GR900
connectors. Equal to +0.1 percent (rectangular).

iv) Transfer instrument uncertainty in |I',| of +0.001
(rectangular) and ANA uncertainty in the phase of I'; of
+4° (95-percent Gaussian).

v) ANA magnitude and phase uncertainty in L,, M,
and N,, of +£0.002 and +4° (95-percent Gaussian).

vi) Uncertainty in air-line attenuation constant. Using
the pair of adaptors having lowest VSWR, the limits from
(14) are +0.004 dB; these never exceed + 20 percent (rectan-
gular) of the air-line attenuation constant.

The contribution of each of these six sources to the
uncertainty in (Zo /Zo,)| Ly, |* etc., was found by evaluat-
ing equations (3) and (11) 200 times with each source of
uncertainty varied in turn about the mean measured value of
the parameter by random selection from an appropriate
Gaussian or rectangular distribution. The mean and 95-
percent confidence limits of the 200 results were evaluated
and the uncertainties attributable to i) to vi), above, are
given in Table I, for the 12.5 cm air-line, together with the
total uncertainty which, including the systematic error
involved in assuming X ,; = X,, = 0, is estimated never to
exceed +0.12 percent (95-percent confidence limits). The
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TABLE 1
UNCERTAINTY IN ADAPTOR EVALUATION USING 12.5 cM AIR-LINE
ncertainty in:-—
z z z
o1 2 01 2 01 2
Due to = |L,.]| == M. == N, ]|
Uncertainty 2'02 21 Z02 2 ZOZ 21
in:-
i) S, and§ 0.23x10% | 0.27x10% | o0.26 x 107
1 22 : : .
s -4 - 4
ii) |r | and |1, 0.68 x 10 0.68 x 10 0.66 x 10
-4 -4 4
iii) ny and ny 7.21 x 10 7.13 x 10 7.02 x 10
i) T 0.07x10% | o.2sx107% | o0.19 x 107
v) L,,, M, and N 206 x1074 | 2.71x10% | 215 x107¢
22° My 22 : : .
vi) air-line attenuation| 8.53 x 10 | 8.50 x 107* | 8.57 x 107
Total 124 x103 | 1ax10? | 1.13x107

All limits are for 95-percent confidence,

corresponding total uncertainties for the 7.5 cm, 10 cm and
no air-line results are +0.11, +0.10, and +0.08 percent,
respectively. The agreement shown in Fig. 3 between results
for (Zo1/Zo2)|L21|* etc., from measurements with air-lines
and those with no air-line indicates for this illustration, that
moding problems are not significant and the most precise
determination of (Zo;/Zo,)|L,;|? etc., has an uncertainty
of +0.08 percent.

Fig. 3 and the preceding analysis give the uncertainty in
the only term of the adaptor efficiency which is independent
of the adaptor termination. The uncertainty in adaptor
efficiency when used with any termination was estimated
using random number selection from an appropriate distri-
bution, similar to that already described. The uncertainty
in (Zo1/Zo3)|L2s|* etc. (taken as +0.08 percent) was
combined with that arising from measurement of |T'; |, T,
and L,, etc. (equation (2)). For terminating VSWR’s up to
1.13 the uncertainty in adaptor efficiency varied from +0.08
percent for the lowest VSWR termination, to +0.12 percent.
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CONCLUSIONS

Fig. 3 illustrates the agreement between the four, largely
independent, evaluations of the three WG16 to GR900
adaptors. (The only interdependence of the four results in
Fig. 3 arose from the method of evaluation of the three
air-lines. Each evaluation relied on the dissipative attenua-
tion of one pair of adaptors. Any error in the latter would
influence all values of air-line attenuation, although by
much less than the +20 percent uncertainty in this term;
typically +2 percent). The results in Fig. 3 also show that,
for this application of the technique, no significant moding
problem exists. Thus the method of evaluation appears to be
valid for determining

ZOl ZOl
Lot p,, 22U 2
LM S Nl

and a quantitative estimate of uncertainty gives 95-percent
confidence limits associated with these quantities of +0.08
percent (when no air-line was used).
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The Electromagnetic Basis for Nondestructive
Testing of Cylindrical Conductors

JAMES R. WAIT, FELLOW, IEEE

Abstract—Using an idealized model, we deduce the impedance per
unit length of long solenoid of many turns that contains a cylindrical
sample. The sample with a specified conductivity and magnetic
permeability need not be centrally located within the solenoid
provided all transverse dimensions are small compared with the
free-space wavelength. The derivation is relatively straightforward
and it provides a justification for earlier use of the impedance
formula. The dual problem where the solenoid is replaced by a
toroidal coil is also considered. It is shown that both excitation
methods have merit in nondestructive testing procedures.

INTRODUCTION

COMMON METHOD [1] of nondestructive testing
ANDT) of metal rods and tubes is to induce eddy
currents by means of an encircling solenoid carrying an
alternating current. The impedance of the solenoid is related
to the cross-sectional area and the electrical properties of the
sample. A formula for this impedance was obtained by
Forster and Stambke [2] on the assumption that end effects
could be ignored. Also, they assumed that the cylindrical
sample was centrally located within the solenoid. The same
derivation was essentially repeated by Hochschild [3] and
Libby [1].

A feature of the Forster—Stambke derivation is that the
effect of the air gap is introduced in a somewhat heuristic
fashion wherein the field in this concentric region is assumed
to be the same as the one for the empty solenoid. Wefeel it is
worthwhile to provide a more general derivation of the
impedance formula. We also show it applies to the case of a
nonconcentric air gap. Finally, we mention the relevance of
the current analysis to the dual problem where the cylindri-
cal sample is excited by a toroidal coil.

FORMULATION

To simplify the discussion, we consider first the concentric
air gap model with a homogeneous cylindrical sample of
radius a with conductivity ¢ and magnetic permeability p.
The situation is indicated in Fig. 1 where the solenoid of
radius b encloses the sample, both of which are assumed to
be infinite in length. Our objective s to find an expression for
the impedance of the solenoid per unit length since this is the
basis of the NDT eddy current methods that are commonly
used.

In terms of cylindrical coordinates (p, ¢, z), the only
component of the magnetic field is H, since the exciting
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SAMPLE SOLENOID

Cross-sectional view of cylindrical sample located centrally
within a solenoid of many turns.

Fig. 1.

current in the solenoid is uniform in both the axial and in the
azimuthal direction. Within the sample, H, satisfies the
Helmholtz equation

(V2 =y*)H, =0 (1)
where y? = iouw and where we have adopted a time factor
exp (iwt). Here w is the angular frequency that is sufficiently
low that displacement currents in the sample can be neg-
lected. If not, we merely replace o by o + iew where ¢ is the
permittivity. Also, it goes without saying that the field
amplitude is sufficiently small that nonlinear effects can be
ignored.

SOLUTION FOR CONCENTRIC SAMPLE

For the highly idealized situation described, we can
immediately write [4]

for p < a where I, is a modified Bessel function of argument
yp and where A is a constant. From Maxwell’s equations the
azimuthal component of the electric field is

—(1/0) 0H,/0p = — A(y/o)] 1(yp) 3)

also for p < a. Now we can immediately form an expression
for the “impedance” Z, of the cylinder:

Zc = [_E¢/Hz]p=a = ’111(3’“)/10(?“) (4)

where n = y/o = (iuw/c)'? is the intrinsic or wave im-
pedance of the sample material.

Now, for the air gap region a < p < b, we write corre-
sponding field expressions

Ho, = Blo(yop) + CKo(y0p)

E¢=

)

U.S. Government work not protected by U.S. copyright
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and
Eoy= —Bnol(y0p) + CoK1(vop) (6)
where B and C are constants and where 1, = 7,/(igo @) =
(1o /€0)"? = 120m in terms of the permittivity &, and per-
meability u, of the air region. Here and in the above, the
Bessel function identities  dIy(x)/0x = I4(x) and
0K,(x)/dx = — K,(x) have been employed.
Compatible with the requirement that tangential fields
must be continuous at p = a we can write
[EOqS + ZcHOZ]p=a =0.
This immediately tells us that
£= nol1(yoa) — Z 1o(yoa) 8)
B noK(yoa) + Z.Ko(yoa)
In the external region p > b, the field expressions must
clearly have the form

Hy, = DKO(VOP)

Eo¢ = D’?oKl(VoP)
where D is another constant.

Now the solenoid current is idealized as a continuous
current distribution j, A/m in the azimuthal direction
defined such that
Ho(p=b+A)—Ho(o=b—A)= —j,

Eoplp =b+ A)— Egy(p=b—A)=0
Application of these conditions immediately leads to

D = C — I,(yob)B/K(y,b)

Y

©)
(10)

(11)

lim (12)

A0

(13)
and
B = jo70bK;(yob). (14)

Among other things, this tells us that the magnetic field
external to the solenoid (i.e., p > b) has the form

H,, = {—B[I,(yob)/K,(yob)] + C}Ko(vop).  (15)

The quantity of immediate interest is the impedance Z of
the solenoid itself. Clearly, within the limits of our basic

assumptions,
Z = constant x Eq,(p = b)/jo. (16)

The corresponding impedance of the empty solenoid is
denoted Z,. Thus it follows that

Z C Kl()’ob)

(17)
which is explicit since C/B is given by (8).

QuasI-STATIC FORM

We now can simplify the impedance ratio formula if we
invoke the small argument approximations for Bessel func-
tions of order yoa and yob. That is, we use Iy(x)~1,
I,(x) =~ x/2, Ko(x)~ —log x and K(x) =~ 1/x. This exer-
cise leads to ’

V4 a?

1— 5 +

z a2 Iiya)| R+iX
Zo b?

EF—)’_GIO(W) B Z,

¢

(18)
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Fig. 3. Argand plot of the impedance Z = R + iX normalized to the .
reactance X, of the empty solenoid, for u = y,.

where no restriction has been placed on the magnitude of ya.
Here R and X denote the resistance and reactance,
respectively.

The formula for Z/Z, given by (18) is in agreement with
Forster and Stambke [2] (if one remembers they used the old
German designations J, and J, for modified Bessel func-
tions). Férster and Stambke [2], Hochschild [3] and Libby
[1] present extensive numerical data for this quasi-static
approximation to Z/Z, in Argand diagrams in the complex
plane for various values of |ya| and p/p,. Two examples,
using dimensionless parameters, are shown in Figs. 2 and 3
when the ordinates and abscissas are normalized by X,
which is the reactance of the empty solenoid. That is, we
assume Z, ~ iX, corresponding to negligible ohmic losses
in the solenoid itself. The real parameter « is defined by
o = ya exp (—in/4) = (cuw)'’?a. In Fig 2 the sample radius
b is assumed to be the same as the sample radius a (i.e., no air
gap). Different values of the magnetic permeability are
shown. Not surprisingly, when « is small, R vanishes, and
X/X, tends to u/ue. However, in general, the eddy currents
have the effect of reducing X/X,, which is the effective flux,
and to introduce a resistive portion R/X,. In Fig. 3, the
relative permeability of the sample u/py = 1 but the filling
factor a?/b? assumes different values. The results indicate
that the presence of the air gap reduces the sensitivity of the
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Fig. 4. Cross-section view of the noncentrally located sample.

device for probing the conductivity but the effect is
predictable.

Actually, if « is sufficiently small (ie., |ya| < 1), (18)
reduces to

Z/Zy~X/Xo~1+ (a®/b¥)p/po — 1] (18)

which is consistent with the curves in Figs. 2 and 3. In this dc
limit the results only depend on the magnetic permeability of
the sample.

ANALYSIS FOR NONCONCENTRIC SAMPLE

We now consider the formal extension of the theory to the
case where the exciting solenoid is no longer concentric with
the cylindrical sample. The situation is indicated in Fig. 4. As
before, cylindrical coordinates (p, ¢, z) are chosen coaxial
with the sample. But now, the shifted coordinates (o', ¢, z)
are chosen to be coaxial with the exciting solenoid. The shift
is po as indicated in Fig. 4 where we do impose the rather
obvious physical restriction that b > p, + a.

The field scattered from the solenoid now is no longer
azimuthally symmetric. But, in analogy to (15), we can write

+o0
Hy, = Blo(y0p’) + _Z CnKn(yop)e ™  (19)
for the region p > a and p’ < b, while
Hy, = ‘B[Ix(yob)/Kx(Yob)]Ko(?opl)
+ o0
+ 3 CuKnlropl ™ (20)

for the region p’ > b. As before, B is given by (14)in terms of
the source current j, in the solenoid. Here C,, is to be
determined.

To proceed further, we now note that the field inside the
sample (i.e., p < a) must have the form

+ o
H.= ) H, (1)
where
H,. = Apla(yp)e” ™. (22)
Similarly, for the same region,
+ a0
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where

Eny= —(y/0)A,I(vp)e” ™ (24)

where the prime indicates differentiation with respect to yp.
Now we define the cylinder impedance parameter Z,,_ for
harmonic waves of order m by

ch = [_Em¢/Hmz p=a = r”;n('ya)/lm('ya)

in analogy to (4). In fact, Z,. = Z..
A known addition theorem [5] for modified Bessel func-
tions I,(yo p') allows us to write (19) in the form

(25)

+ o
HOz = _Z HOmz (26)
where
Hop, = {B(=1)"I(y0 Po)Im(YOP) + Cme(YoP)}e~im¢-
(27)
Similarly, for the same region,
+ a0
EOd; = .Z EOmz (28)
where
EOmz = _’10 aIIOmz/a(‘}’OP) (29)
Application of the condition
[E0m¢ + chHOmz]p=a =0 (30)
now leads to the relation
& — (_ lynlm('))OPO)[rIO I;n(?oa) - chlm(?o a)] (31)

B —HNo K:n(?oa) + chKm(YO a)

Inserting this result into (19) or (20) yields explicit expres-
sions for the fields external to the sample. However, in order
to deduce the resultant impedance of the solenoid, it is
desirable to reexpress H,, in terms of the (p’, ¢', z) coordi-
nates. Here we use a known addition theorem [6] for
K.,.(vo p) exp (—im¢). The rather horrendous result is

H,, = BIo(VoP')
+ +

+ Y Cn X Kna0op)Malyopo)(—1)ye ™9,

o (32)

This is valid in the nonconcentric air gap region (i.e.,p > a

~and p, < p’ < b). The needed azimuthal component is ob-

tained from

Eo¢' = —1No aHOz/a('}’oP') (33)

The relevant quantity for the impedance calculation is the
“average” field E,, at the solenoid. Clearly, this is given by
2

For =3 |

— —noBL(ob) =10 5. CoKolob)m(ropo)(— 1)

m= — o

[E0¢’]p' =b d¢l

(34)
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Thus it follows that the impedance Z per unit length of the
solenoid with the sample divided by the impedance Z , of the
empty solenoid is given by

C

4 Ki(yob) & m
Zo~ ' T T,00b) 2 o B [P 1" (9)

where ¢, = 1 and ¢, = 2 for m # 0 and where C,,/B is given
explicitly by (31). Not surprisingly, (35) reduces to (17) for
the centrally located sample, i.e., I,(yop0) =0 for po—0
when m +# 0.

We again may invoke the small argument approximations
for Bessel functions of order y4a, yob, and y, p,. That is, for
m=1,2,3,---, we use

I, (x) ~ x™/(m! 2™), I,,(x) ~ x™ " */[(m — 1)! 2]
Kn(x)~ (m—1)! 2"~ 1/x™ and K,(x)~ —m! 2"~ 1/xm*1,

Lo and behold, these show that Z/Z, reduces again to the
formula given by (18). This confirms the conjecture of
Forster and Stambke who seemed to be gifted with keen
physical insight into such problems. Of course, we do not
expect the result to hold in any sense when the dimensions of
the solenoid become comparable with the free-space
wavelength. In that case, many other complications arise
such as the assumed uniformity of the solenoid current.

THE DUAL PROBLEM AND CONCLUDING REMARKS

There is an extremely interesting duality to the problem
we have discussed. That is, rather than exciting the cylindri-
cal sample with an azimuthal electric current, we employ an
azimuthal magnetic current. This is an idealized representa-
tion for a thin toroidal coil but, again, it effectively is of
infinite length in the z or axial direction. The assumed source
discontinuity is now in the electric field at p = b which has
only a z component. The much more complicated case of the
toroidal coil of finite axial extent was analyzed recently [7].

Under the present assumption of axial uniformity, the
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admittance Y per unit length of the toroid is the dual of the
impedance Z of the solenoid discussed above. Thus all
the earlier equations apply if we make the following trans-
formations: iuw — o, o —> &9, n—>n" L no—>nst, H,~ E,,
E,—~ —Hy, Hy, > Eo,, and Eo, — — Hy,. Then the dual of
(18) is the ratio of the admittance Y of the toroidal coil with
the sample to the admittance Y, without the sample. It is
written explicitly
2
Y P a”
Y, b
for the case where |yob| < 1. That is, the radius of the
toroidal coil should be much smaller than the free-space
wavelength. Also, in full analogy to the earlier discussion,
the quasi-static result holds for any location of the cylindri-
cal sample within the toroid. Furthermore, in the low
frequency limit where |ya| = o < 1, we see that

Y = Yo[1 + (a*/b?)[(o/izo®) — 1]]

which depends only on the conductivity of the sample. Thus
this type of excitation should be preferred with probing the
effective conductivity in the axial direction in the sample.

g a_z 2 14(ya)
ieow b? ya Iy(ya)
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Noise Spectra for Monolithic Detector Arrays

MITCHELL W. FINKEL, LESLIE L. THOMPSON, aAND ROBERT J. SULLIVAN

Abstract—A brief review of nonstationary processes is extended so
as to include mixed stationary processes as they apply to the
determination of the power density spectrum for monolithic detector
arrays. An analog method for determining noise spectra is developed.
Both theoretical and experimental results are presented.

INTRODUCTION

ITH THE RAPID maturation of large-scale integra-
Wtion (LSI), hundreds, even thousands, of detectors are
now contained within a single monolithicdevice. Evaluating
the performance of these devices requires that we review
some of the measurement procedures. Certainly the noise
power density spectrum is one such fundamental measure-
ment. The usual noise model is something of a compromise
between simplicity and fidelity. A more realistic model
would not only consider the contributions made by each
noise generator, but also because of the distributed nature of
these sources, the model would consider the associated
transformations. For example, the transformation asso-
ciated with correlated sampling which effectively suppresses
low-frequency (LF) noise is graphically illustrated by the
power density spectrum.

Thus the power spectrum affords us a more informed view
of a noise process than is revealed by merely considering the
moments of some presumed distribution (e.g., the mean and
variance). Indeed, if we begin with the presumption that we
are dealing with a normal process, then the entire statistical
structure is revealed by the spectrum. In addition, there is
the bonus that even a cursory reading of the spectrum
should help distinguish between intraneous and extraneous
noise.

Perhaps we should say something about the nature of the
output of monolithic detector arrays. Typically, signals are
processed in the analog domain, and after passing through a
sample-and-hold (SH) circuit, the final video output is
provided for display or digital conversion. Since a great
many detectors are sequentially read out through a single
video channel, what one observes is a contiguous stream of
nearly rectangular pulses of constant width but varying
amplitudes (similar to pulse amplitude modulation). It is
these varying amplitudes that abound with information
about both the response by each detector to the incident
irradiance and the associated noise. Our primary concern
will be the extraction of this information, particularly as it
relates to the noise content.

We will begin with an abbreviated discussion of spectra

Manuscript received March 6, 1978.
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for nonstationary processes, since in general we should
anticipate a nonstationary noise process. Initially, we will
essentially follow the Bendat-Piersol [1] exposition. Sub-
sequently, we will develop a rather direct method for
realizing the noise power spectrum. Although the measure-
ments contained in the following sections pertain to a
96-clement Westinghouse photodiode linear array, the
method outlined should be applicable to any monolithic
device.

NONSTATIONARY PROCESSES

The spectra of special interest, the time-averaged power
spectrum, can be expressed as

1 N

1
SUN=7] aw %,

e S, AN de (1)
where the x;’s are sample functions forming a random noise
process, f is the center frequency, Af is the bandwidth of
definition about the center frequency, and T is the time
interval over which the spectrum is averaged. Suppose we
follow the steps implicit in this expression: 1) filtering, 2)
squaring, 3) ensemble averaging, and 4) time averaging. We
can begin with a sample function, x(t), which is a member of
the ensemble and consider the input-output relationship of
a filter as given by the convolution integral,

@

xift, f, Af) = [ hE)xe — &) de.

)
For an ideal bandpass filter whose frequency response H(v)

is unity within the bandpass and zero elsewhere, a transform
exists such that,

W)= | HO) exp @ricy) dv

sin (nAf¢)
g

= cos 2mf¢. (3)

Now squaring,

<He S &) = [[ WOt — Exie —m) dé dn. (@)

Ensemble averaging and dividing by the bandpass leads to
time-varying power spectrum,

6lt.N) =37 || MEM)b(e—Et—macdn  (5)
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where ¢(t — &, t —n) = ¢(t;, t,) is the autocorrelation
function of x(¢). We can remove the time dependence by
averaging the autocorrelation function. But first let us
introduce a new set of variables

t=t—¢
t=¢&—1n

so that the time-averaged autocorrelation function can now
be written as

17"
7l,

Inserting (3) and (6) into (5), we have

Bt ¢ + 1) di' = ((r, T)). (6)

G(f, T)= Afff<¢ T)> exp (- 2nift)

_sin mAfy sin Af (z + n)
n*n(c +n)

dt dn.

Integrating with respect to # yields [2]

sin nAfy sin nAf (z + 1)
n2n(t + 1)

g f_w dn = sinc nAft.

So we can now say,

G(f T)=] <($(z T)(sinc nAfo)exp (—2nifc)] dx.
©)
The time-averaged power spectrum (9) submits to several
possible interpretations. Turning to the convolution
theorem, for example, we interpret (9) as a running mean.
That is, multiplying the autocorrelation function by the sinc
function in the transform domain corresponds to the convo-
lution of G(f) with the rectangle function II(f) in the
frequency domain. Or to put it another way, the weighting
function, sinc 7Aft can be viewed as a kind of sliding scale
factor which continuously renormalizes the instantaneous
power spectrum so that, effectively, it becomes locally
stationary. We also note that in the limit as T — oo and
consequently Af— 0, equation (9) reduces to the more

familiar representation

G(f)=2 j $(1) exp (—2nift) dx. (10)
We conclude that once the appropriate weighting function is

introduced, determining the noise power spectrum reduces
to the familiar Weiner relationship.

NOISE SPECTRA

Our treatment thus far has been quite general. Again, we
consider the typical output of a linear array. (Note: The
following can be easily interpreted to apply to frame imaging
devices as well.) Fig. 1 is meant to be a representation of such
a video output. As the figure suggests, each detector element
is read out sequentially. At the end of the line time T, the
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Fig. 1. An ldeahzed representation of an output of a linear array show-

ing two consecutive sequences of rectangular pulses with constant
widths { and random heights. Each detector element is tagged with a
double subscript. The first subscript identifies the element number and
the second refers to the sequential order.

sequence is once again initiated and another video line is
read out. The process repeats until the end of the data
collection/imaging frame. In the figure, each detector ele-
ment is tagged with a double subscript. The first subscript
identifies the element number and the second refers to the
sequential order. Now suppose we select some detector,
ignoring for the moment all others, and sequentially display
its output signal line after line. What one would see is a series
of rectangular pulses of identical widths but varying ampli-
tudes depending upon the instantaneous signal and noise
level. We can represent this series by [3],

70)- 3 xon (=2 (1)

where X (¢) refers to the random heights and I1(t) represents
the rectangular function with displacement by and widths ¢.
Since f(t) is a random function, the spectrum must be
determined according to the Weiner theorem by transform-
ing the autocorrelation function. Autocorrelating f(¢), we

find that
B(t1, ) = dul(ts, tz)% I (t ) ) H( bM)
(12)

where ¢,(ty, t;) is the autocorrelation function for the
random part of f (). We note that the series multiplication is
prescribed according to t, = t; + 7 and that the rectangle
functions are centered on byand b,,at ¢, and ¢ ,, respectively.
In other words, the correlation must reflect the allowed
displacements. But the autocorrelation of a rectangle func-
tion can also be expressed in terms of the triangle function.

Hence,
() () =zl

where A(t)is the triangle function. Introducing the replicat-
ing function [[[(z), equation (13) can also be written as,

T—b T 1 T
=Y A M =Al=]«=TT=
N[ 4fs) o
where * denotes convolution. Now, according to the Weiner
theorem, the spectrum is given by,

f¢x

— by

) )

n(7) cos 2nfr dt (15)
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where we have tacitly assumed a stationary process, so that

¢x(tl’ t2) = (bx(r)'
Then by the convolution theorem we need to determine,
Fx(7)] * Fl¢n(r)]
where F signifies the Fourier transform. Let,
F¢(7)] = G(/) (16)
and again referring to the convolution theorem,
1
Flante) = F A (7)< 1T0(3)
Pl ) e
By the similarity theorem,
F[A(t/0)] = {sinc® L f (18)
and
F |3 Tem| =T (19)
But
M) = ; (f = N/T). (20)
So that
S(f) = -CT- Y G(f = N/T)sinc (NJT. (21)

So we see that G(f) will be replicated on a set of impulses
whose amplitudes are determined by the sinc function. We
could isolate G(f) and thereby separate the periodic and
random components of the process by multiplying S(f') by
an appropriate rectangle function, which will separate the
first period from the rest of the periodic train. It is of some
interest to just briefly compare (9) and (21). To begin with,
the assumption that the process is stationary would remove
the sinc function in (9). In the previous section we assumed a
continuous random process, whereas here we are concerned
with a mixed process that describes the discrete output
signals of a linear array due to random noise. Hence, the
appearance of the multiplicative autocorrelation function
and spectrum as described by (21). Thus, the two expressions
[equations (9) and (21)] are, in fact, quite analogous.

MEASUREMENTS

Given some random function, we can realize the power
density spectrum by either analog or digital methods. The
method is optional; the results should be equivalent. If we
choose, as we have, the analog option, we will obviate the
need for autocorrelating and transforming as necessitated
by digital methods. That is to say, we will accept the rms
voltage output of a wave analyzer (H.P. 3581 A/C) as the
essential beginning of the operation to determine the power
density spectrum. If we then divide that output by the square
root of the analyzer’s selected bandpass, we will have
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Fig. 2. The rms noise voltage and the corresponding root power spec-
trum are given as a function of frequency. The bandwidth is the cal-
culated equivalent noise bandwidth. The 2K seconds refers to the sweep
time of the analyzer for a record length of 10 seconds.
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Fig. 3. The replication and the envelope formed by the sinc function for
part of the periodic train as predicted by (21).

determined the root power spectrum whose units are
V/Hz'2. Since the units of the power density spectrum are
V?/Hz, a further squaring operation is indicated. Here again
we have two options. We can either pass the output of the
wave analyzer through a squaring circuit and then divide by
the bandpass, or simply rescale the ordinate so that we can
read directly in terms of power. For most applications the
root power spectrum suffices. Consequently, it is the spec-
trum usually reported in the literature.

With all this in mind, we return to (11) and Fig. 1 and
agree to synchronously sample the pulse amplitudes d;;,
dy, ..,d;,,holding each value until the next signal amplitude
appears. Clearly, holding X(t) for a period T and multi-
plying by I1(¢) results in an equivalent f'(t), since I1(t) would
obliterate X (t) outside the interval {. One further point, the
particular form of TI(t) is of no special consequence since it
relates to the periodic component. With this in mind we have
found it expedient in our case to collect nominally 10000
samples of digitized data from a given element in computer
memory. The contents of the computer memory are sequen-
tially cycled through a digital-to-analog converter. The
resulting analog signal is continuously cycled through a
wave analyzer. Alternatively, the analog output of the array
could have been passed through a SH circuit which is keyed
to the time position of a given detector element and could
have gone directly to the wave analyzer [4].

The results as predicted by (21) are shown in Fig. 2 and 3.
It is quite clear from the figure that the noise in the LF region
is suppressed. This very significant development is attribut-
able to the double sampling signal processing [5] on the
detector chip which effectively transforms an inherently
nonstationary process to a stationary process. There is also
further evidence gained by an independent statistical study
which was concerned with the mean and the variance. This
study supports the contention that the process is indeed
stationary. The spectrum illustrated in Fig. 2 is, of course,
the root power spectrum. The main intent of exhibiting Fig.
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Fig. 4. An expanded view of the noise power spectrum. The extraneous 60 and 120 Hz pickup is clearly evident. Note
the analyzer’s frequency range begins at 15 Hz.

3 is to show the replication resulting from the periodicity,
and the envelope formed by the sinc function. Fig. 4 offers a
more detailed presentation of the spectrum for the indicated
frequency range. We note the ubiquitous 60 Hz peak as well
as some of the higher harmonics.

There are two relatively easy checks we can make to
validate our measurements. First of all, it is a simple matter
to cycle the analog signal through a true rms voltmeter.
Consistently, we have found excellent agreement between
the rms voltage readings and statistical determinations of
the same quantity. We know, therefore, that the input to the
wave analyzer is a proper representation of the original
signal. It is also possible to validate the output. We recall
that the area enclosed by the power spectrum is equal to the
variance. To put it succinctly,

)
= G (22)
0+
where the notation 0+ means that the integration begins
just past the edge of the dc component. Here again, even a
rather elementary numerical integration of the noise power

spectrum is in very reasonable agreement with a statistical
determination of the variance.

CONCLUSIONS

Essentially we have shown that once the output of a
monolithic detector array has passed through a sample and
hold circuit, determining the noise spectra reduces to the
more familiar problem of measuring spectra of an elemen-
tary detector. We have also shown that the resultant spectra
is multiplicative, and is replicated on a periodic train whose
periodicity is determined by the line time.
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Proposed Instrumentation for Analytical
Video Stereoscopy of Extended Images

RODERICK R. REAL, MEMBER, IEEE

Abstract—An approach to real-time photogrammetry is outlined
using video techniques in order to combine precision coordinate
control of stereo-related images with image enhancement and
processing while viewing the stereo model, thereby facilitating
photointerpretation in certain applications. One variant replaces the
stereo optical paths of an analytical plotter with TV cameras, video
signal processing and binocular displays; while a second has video
disk inputs of stereo-related imagery.

EMOTE measurement of large three-dimensional

objects such as buildings or the earth’s surface is
conveniently performed by acquiring stereo-related images
for subsequent processing. Advances in precision measure-
ment within the optical models produced by pairs of stereo
images have been due to ongoing developments in the field
of photogrammetry [1]; known because of map products
from aerial photographs and satellites, less well known but
of increasing importance in such noncartographic applica-
tions as medicine [2], [3]

The technique of indirect measurement of complex
objects has attained its highest precision and versatility with
sophisticated instrumentation such as the analytical plotter
[4], [5], Fig. 1. It affords the following solution in real time
for the operator:

X
Yl X
Photo Coordinates Xl = T | Y| Model Coordinates
5 v
Z
Y, (1)

where T is a transformation containing factors related to
perspective, scale, orientation, and corrections for such
errors as lens distortion and film shrinkage.

A video form of this instrument, which one may regard as
a generalized stereoscope, is proposed for the following
reasons.

1) To incorporate some features of electronic image
processing on line and in real time with the coordinate
control of the analytical plotter. An operator would be
assisted in the photointerpretation of such imagery as
terrain features or stereo medical X-ray records if he could
control such parameters as intensity levels and contrast,
intensity gradient enhancement or grey scale rendition by
false color techniques. Image and annotation overlays and,
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[neut_}=" x,v, 2
Fig. 1. Analytical plotter; a four axis coordinatograph with binocular
optical channels that transduce homologous regions of stereo photo-

graphs T,, T, onto the eyes of a human operator or automatic correlator
under computer control. X, Y, Z is the perceived stereo model.

at a more advanced level, the possibility of interactive
editing of the image are additional possibilities. These
operations would proceed under operator control while
viewing the stereo model in order to accentuate otherwise
overlooked details or patterns of importance. The trans-
formed “enhanced” video images, with possible scale
change, rotation or scan shaping could be recorded for
future recall. '

2) To develop a potentially lower cost analytical plotter
for certain applications; one requiring less precision
mechanics and optics where a large proportion of the
manufacturing cost now resides.

3) To render certain photogrammetric transformations
such as stereo orthophotos [6] into a form suitable for
storage on video disk for purposes such as education.

4) Video techniques, in use for transmission of imagery
from space, is also on trial as a complementary form of
acquiring data of terrestrial features from aircraft [7].

The flexibility inherent in the video format such as image
enhancement, scan conversion and, with increased complex-
ity, interactive editing and annotation while viewing the
stereo model is offset by the small spatial bandwidth of a
single video frame compared to the usual optical field of
view and further by the need to scan data already acquired in
a high density storage medium such as photographs.
Developments in low-cost high-density video storage in the
form of the microprocessor-based video disk [8] with digital
frame access somewhat compensates for the second disad-
vantage cited above. A video disk designed to accommodate

0018-9456/78/0900-0243$00.75 © 1978 IEEE
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Fig. 2. Elements of the analytical video stereoscope combining features
from Figs. 1 and 2. Switch S selects between on-line analysis of 2-D
images (dotted connection) or video recordings 1 and 2 of these same
stereo related images. O—object image plane, I—input optical image
system, V—binocular viewer for the operator who perceives stereo
model X, Y, Z.

a 30-min color TV program represents a storage capability
in excess of 50000 still frames of TV resolution. Further-
“more, this capacity is likely to expand as high-density
storage technology advances.

Two forms of videostereoscope incorporating the analyti-
cal features of that depicted in Fig. 1 are illustrated in Fig. 2.
The analogous configuration replaces the optical train of
Fig. 1 with solid-state TV cameras (the elements of which are
geometrically precise) and twin-scanned displays viewed
with binocular optics. As a variant the photocarriages can be
replaced with two stationary tables retaining the stereo
photographs while the TV cameras are positioned by co-
ordinate servos over them under the control of the operator
and computer. This latter appears to constitute a lower
accuracy, less expensive approach to satisfy the growing
need for a medical analytical plotter for stereo X-ray
evaluation for example. Without much additional cost,
some rudimentary image enhancement based upon filtering
the video information can be included.

The second variation of Fig. 1 replaces the input photo-
carriage system with video disk playback units, Fig. 2, the
information thereon derived from stereo video records of the
original scene, or from scanning stereo photographs of
the scene. Extended field high-resolution images must neces-
sarily be subdivided into many TV frames for such recording
ar.d playback in a particular organized manner, the degree
of subdivision and spatial resolution depending upon
the application. As an example, Fig. 3(a) depicts a 23
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Fig. 3. (a) Image subdivision scheme for video recording of a 2-D image.
(b) At left is a portion of the local framing matrix comprised of nonover-
lapping TV frames. At right is a practical instance of overlapping redun-
dant recording. A given point is distance i, j from the known center of
the frame defined by the limits i,, j, set into the processor memory.
Passing one of these limits automatically addresses the next frame and
offsets it back to this boundary point.

cm x 23 cm aerial photograph subdivided in stages into a
100 x 100 grid to form final frames of about 2.5 mm square
at photographic scale resolved to about 5 yumina TV frame.
Imaging and storing at different scale levels assists an
operator in selecting regions of interest, globally, then in
detail. The first two levels shown are selected by cursor or
keyboard in order to assist pointing to the fine grid address.

Global and intermediate recording can be executed in an
approximate imaging and positioning system, but the final
large-scale recording must be done by imaging the input
photograph accurately onto the solid-state camera by
means of a coordinatograph imparting known displace-
ments between frame exposures. A line array solid-state
scanner may alternatively be used with continuous relative
motion between the line array and the photograph and the
video record recompiled to represent contiguous TV frames
in the final recording. Assuming 50 percent overlap, one 23
cm x 23 cm black and white or color photograph can be
stored on one video disk to a resolution of about 5 um which,
in terms of cost, density, and weight, could in time compare
with the means now used to store aerial photographs:
emulsion deposited upon glass.

As the coordinatograph and recording camera are rela-
tively displaced by known increments over the photo area in
a regular grid, the digitally addressed video disk recording
frames are incremented until the recording is complete. After
this is done in two stereo-related channels, the photo
coordinates are latent in the video disks as

Xy, y1 = My, Ny; £iy, 1y
Xg, Y2 = My, Ny £y, £j,

Photo Coordinates Video Coordinates

)
where M, N are the centers of stored TV frame number M, N
and i, j are local excursions within the frame from those
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centers. Subscripts 1 and 2 relate to the use of two video
playback units, Fig. 2, one for each of the stereo pair.

Orientation procedure to attain a stereo model is con-
ducted analogously to that of a conventional analytical
plotter. For relative orientation usually several well-spaced
points common to the overlap area of the stereo pair must be
found and their relative position in the photographs entered
into the computer to solve the six simultaneous expressions
arising because of different camera orientation between
successive aerial photographs. Under the control of photo-
grammetric programs written for orientation and other
factors relating to T, expression (1), the computer executes
the transformation T in real time in order to satisfy the
relationship (1); in short, a form of mathematical projection
used to update the photocoordinates with transformations
and corrections to ensure the operator has a good stereo
view from stereo imagery originally derived from random
orientation and perspective in space but constrained to
horizontal orientation for analysis, Fig. 1.

As the operator steers through a stereo model by in-
crementing model coordinates XYZ to the control
computer, left and right display images are shifted with
respect to the center of the displays which have a mark used
as a measuring mark to determine relative height latent in X
parallaxes between the left and right images. The amount of
local shift within each frameis i, j, Fig. 3(b) (i, /1,1 5,j,). After
a limit in i and/or j is reached, defining a local frame
boundary, the next frame M + 1, N + 1, is indexed into
position and after video blanking, frame centering and
offsetting by i, j the viewer is now on the same point but in
the next ongoing frame. Using designations in Fig. 3(b) as an
example, boundary point M, N; +i,, —j translates to M,
N +1; —i,, —j where suffix b is a boundary limit. This of
course occurs independently in channels 1 and 2, Fig. 2. If
random examination of the stereo model is required rather
than describing a locus through the model, then the global
and intermediate framing, Fig. 3(a), must be readdressed.
Except for vertical frame photography, no stereo correlation
is done at these smaller scales. In order to present as
complete a field as possible as limits in i and j are reached,
the recording should be highly redundant to reduce the size
of the dotted frame, Fig. 3(b), when sufficient recording
capacity exists.

Implementation of this control is possible by the type of
circuit in Fig. 4. Coordinate position of the display is digital
if a discrete array, or digitally derived analog signal for a
cathode ray display. Assuming the latter, the four digital-to-
analog (D/A) converters, one each for X and Y in each
channel are run by reversible counters containing numbers
originating from at least three signals.

1) Center of frame calibration: Each time a new frame is
addressed, the video is blanked and a self-centering loop is
activated, Fig. 4. Using counters to signal the center of the
sweep in X and the central sweep in the Y raster, the videois
unblanked to generate a luminous dot on the CRT. The
center of each CRT contains a measuring mark comprised of
a small four segment photoreceptor, the outputs of which
are conducted via fine wires to one side of the CRT and
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Fig. 4. Elements of display sweep control for the x sweep (y is similar).
Numerals 1, 2, 3 correspond to sequences described in the text for
automatic frame centering, local displacement and sweep respectively.
D/A converter is operated from a counter containing at any time the
sum of 1,2, and 3. The i-displacement (j is the same) unit operates with a
multiplexed (M) pair of counters such that when a frame boundary i, is
reached, this number is passed to the second counter while the first is
free to receive new displacement data. p—photocell array.

connected into a bridge circuit, Fig. 4. During the self-center
mode the bridge, if unbalanced, gates pulses into the center-
ing counters (one each in X and Y) which drives the sweep
into a position that balances the bridge, stops further pulse
counting, then signals the next phase.

2) i, j offset: This number, entered from the boundary of
the previous frame in the correct direction, is added or
subtracted in parallel with the centering count in X and Y
and the result passed to the D/A control counters. The time
required to complete phases 1 and 2 depends upon the
bandwidth of the control system and may cause a noticeable
but single blink of the display involved.

3) Sweep signal: At this point the video can be unblanked
and the sweep signal derived from counters, Fig. 4, incre-
mented at the TV rate and run synchronously for the two
recorder units. These are incrementally added to the center-
ing and offset number already in the sweep control counters.

It is possible to compensate for known CRT system
nonlinearity by calibrating and adjusting the sweep
advance, then programming the compensation into the
pulse stream supplying the sweep counters. This type of
problem is not encountered when digitally addressed
discrete imaging and display components are employed.

Maps, orthophotos, and annotated orthophotos or ortho-
photo maps may be recorded in color at various scales onto
video disks with any degree of enhancement or exaggeration
for playback on domestic TV sets; a possible educational
application, (i.e., a video atlas). A cross index supplied with
the disk enables any frame or frame sequence to be identified
and addressed. Since the recorder may be programmed to
operatein several modes, special effects are possible in which
time-lapse sequences or moving picture sequences are inter-
spersed with still frames.

A full stereo model video atlas display requires either two
playback units, one with the orthophoto, one with the
stereomate operated synchronously, or a single disk with the
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Fig. 5. Arrangement for stereo display from single video disk recording
where each frame occupies one track that is time shared between the
two stereo related video images.

information recorded as shown in Fig. 5. Assuming one
complete track per frame, the orthophoto and stereomate
each have half of the track, resulting in the reduction of Y
resolution by half. The playback of course requires synchro-
nous switching between two displays as shown, although a
single-polarized display with synchronously switched PLZT
goggles [9] is possible. The terrain coverage stored upon one
disk depends upon the scale and detail required. To view
other areas requires either changing the disk or, if accessis to
be rapid, having a multi-disk storage and control system.

In conclusion, the seeming incongruity in considering a
video counterpart for a precision optically based instrument
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such as the analytical plotter is to achieve some real-time
control of certain subjective image parameters for better
photointerpretation while viewing the stereo model, to
develop a lower cost instrument for certain applications and
for deriving special recorded 3-D video displays such as a
video atlas for educational purposes.
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Multiple-Beam Interferometry

G. MARSHALL MOLEN, MEMBER, IEEE

Abstract—An optical interferometer is described in which spatial
and temporal resolution of the plasma density are achieved simulta-
neously, thus circumventing a limitation of conventional inter-
ferometers. The instrument consists of a Twyman-Green
interferometer illuminated by a CW He—Ne laser. The technique has
proven to be particularly applicable to plasma events that lack
reproducibility. An additional advantage is that the interferometer is
easily adapted to real-time displays of the plasma density profile
utilizing an automated process.

INTRODUCTION

PTICAL interferometry is routinely used for measur-
ing changes in the optical path length of a medium.
One such application is particle density diagnostics in
gaseous plasmas using a dispersion function to relate the
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index of refraction of the plasma to the density of the various
particle species. A novel interferometric technique has been
developed that enhances the flexibility of the interferometer
for these applications by providing simultaneous spatial and
temporal resolution.

Conventional techniques, such as Mach-Zehnder and
holographic interferometry [1], [2], are often used where
spatial resolution is required. The methods are generally
limited to a single interferogram taken at one instance
during the event. Because of the rather limited reproducibil-
ity of many experiments, it is often desired to record the
complete temporal evolution of the density profile during a
single event. One approach is to use variable optical delays
of portions of a single laser pulse to record several successive
interferograms; however, this method is quite limited in the
total delay time that can be obtained, as well as the number
of exposures due to experimental limitations. Two notable
exceptions are holographic cine-interferometry [3] and
streak interferometry [4] where the fringes are recorded by

0018-9456/78/0900-0246$00.75 © 1978 IEEE
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Fig. 1. Experimental arrangement for multiple-beam interferometer.

-

an image converter camera. The number of interferograms
with the former method is generally limited to 3-5 by the
camera while the latter is experimentally complex and fringe
interpretation is often difficult.

At the other extreme, the much simpler coupled cavity
interferometer is useful to record the temporal response of
plasma events but at the sacrifice of spatial resolution [5].
The technique requires a separate laser and associated
instrumentation for each spatial position. The interfer-
ometer described here incorporates the features of both
types such that a continuous display of the fringe shifts is
recorded at multiple positions using a single diagnostic
laser.

DESCRIPTION OF INTERFEROMETER

The experimental technique is described in Fig. 1 for a
plasma vessel inserted in the diagnostic arm of the interfer-
ometer. The arrangement resembles a Twyman-Green
interferometer in which the laser beam completes a double
pass through the plasma before interferring with the refer-
ence beam. For applications to plasmas with azimuthal
symmetry, the interferometer is aligned parallel to the axis of
the plasma tube to measure the particle density integrated
over the path lengths simultaneously for various radial
positions. Other geometric configurations may require in-
version techniques to unfold the plasma density.

The expanded collimated beam from a CW He-Ne laser
operating at 632.8 nm is reflected into the plasma column by
a beam splitter; a total reflector external to the plasma vessel
reflects the beam back again through the plasma. The two
arms of the interferometer are chosen to be approximately
equal in length. Finite fringes corresponding to particular
radial positions in the axisymmetric plasma occur at the
detection plane P, because of the interference of the reference
and diagnostic beams, and their movement is detected by
fiber-optic light pipes which are strategically positioned.
The plasma light is reduced to an acceptable level by an
interference filter positioned in front of plane P so that the
fringe modulation on each channel may be detected by
photomultiplier tubes. Obviously, the number of channels is
dictated by the required spatial resolution.
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Templates are attached to each end of the plasma tube
during the initial alignment procedure to facilitate the
accurate identification of the radial position of each channel
at the plane P. Once aligned, the static fringe spacing is
chosen to be greater than the entrance apertures of the light
pipes (e.g, 0.5 mm) by slightly tilting mirror M, in the
reference arm of the interferometer. For this configuration,
the frequency response is limited by the photomultiplier
tubes and associated electronics.

The fringe shifts are interpreted by assuming that the
plasma has reached a significant stage of ionization so that
the refractive effects are primarily due to the free electrons.
From the plasma dispersion relation for a collisionless
plasma, the optical index of refraction is given by

p=[1 - o’ (1)
where w, is the electron plasma frequency and o is the
frequency of the electromagnetic wave with wavelength A,.
As the laser light traverses the plasma region twice before
interferring with the reference beam, the fringes will go
through one cycle of modulation, or exhibit one fringe shift,
each time the optical length | u dlchanges by 4, /2. Thus the
effective length change due to the plasma in units of fringes
x(t) is

£(6) = J'OL [2(#); 1)] dl= ﬂ.(;tre J'OL n.(t) dl 2)

where r, is the classical electron radius, Lis the length of the
plasma, and n,(t) is the time dependent electron density. For
Ao = 632.8 nm, a shift of one fringe corresponds to | n, dl =
1.76 x 10'” cm~2.

EXAMPLE OF APPLICATION

The interferometer was used to measure the time depen-
dent electron density profile of an axisymmetric plasma
column where more conventional techniques had failed
because of poor shot-to-shot reproducibility. The plasma
was produced by a linear discharge in 1.3 Torr of hydrogen
between two ring electrodes spaced 35 cm apart so as to give
an initial density dip on axis. Radial losses to the walls of the
5 cm inside diameter (ID) tube were inhibited by a 0.33 T
magnetic field. The discharge had a quarter-period of 6 us
and a corresponding peak current of 26 kA after which it was
critically damped by a nonlinear resistor. Plasma tempera-
tures of 2 eV were measured using line-to-continuum mea-
surements of H, ; Stark broadening of the line confirmed the
magnitude of the density measured with the interferometer
(6]

Fringe shifts were detected along a diameter of the tube, as
shown in Fig. 2, at radial positions of 0, 5, 11, and 16 mm
from the axis. Azimuthal symmetry was ascertained by
comparisons with other locations at the same radii. The
sensitivity is obtained from (2) assuming axisymmetric
symmetry such that | n,dl ~ n L, where L = 35 cm; each
fringe is calculated to correspond to a density of 5.03 x 10!3
cm™3. Axial density variations or small extensions of the
plasma past the annular electrodes may introduce a slight
error.
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Fig. 3. Temporal fringe shifts at radial positions of (a) 0 mm and (b) 16
mm compared with (c) plasma discharge current I,. Arrows denote
fringe inflection.

Interference fringes are shown in Fig. 3 for two of the four
channels (0 and 16 mm); the waveform of the plasma
discharge current is also included to establish the time scale.
A single inflection in the fringe shifts, as designated by the
arrows in the figure, occurs immediately after the peak
current corresponding to the transition from monotonically
increasing to monotonically decreasing density. Because of
difficulty in counting fringes during the formative stages of
the plasma, each trace was analyzed by counting backward
from t = oo to the inflection. The loss of the fringes at early
times most likely results from angular deviations of the
beam by refractive gradients in the plasma as well as
bandwidth limitations of the electronics.

Radial electron density profiles are shown in Fig. 4 at
several instances after the peak current for the fringes
presented in Fig. 3 together with similar data at radial
positions of 5 and 11 mm. The time delays are referenced to
the initiation of the discharge current. As shown in the
figure, a density minimum occurs on axis for early times in
the life of the plasma because of the ring electrodes. The
experimental accuracy is estimated by assuming that the
fringes can be interpreted within 0.2 of a fringe shift. For this
experiment, the uncertainty corresponds to a density of

+1.0 x 10'* cm~3 which is only 2.7 percent of the peak
electron density.

COMPUTER IMPLEMENTED INTERFEROMETER

It is apparent from Fig. 3 that data reduction at successive
time intervals for multiple channels can be exacting and
tedious. These difficulties were alleviated by digitizing the
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Fig. 5. Computer implemented interferometer.

oscilloscope data with an optical scanner interfaced with a
minicomputer. A simple computer routine identified the
zero crossings of the fringe shifts and calculated the position
of the density inflections by identifying where the first and
second derivatives were zero. A summation of the accu-
mulated fringe shifts counted backward from t = oo to the
desired moment, yielded the time dependent profile which
was displayed on a plotter.

The interferometric technique is amendable to further
automation using the scheme described in Fig. 5 so as to
render essentially real-time displays of the plasma density
profile. The electrical signals from the n-photodetectors are
digitized by suitable A/D converters and subsequently
stored in buffer memories thus avoiding photographic stor-
age. The data processing technique is similar to that
previously described except that additional computer rou-
tines may be introduced. One example would be the inclu-
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sion of an Abel inversion routine to unfold the radial density
profile for edge-on illumination of a plasma with cylindrical
symmetry.
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A Frequency-Lock System for Improved Quartz
Crystal Oscillator Performance

FRED L. WALLS anp SAMUEL R. STEIN

Abstract—The intrinsic noise of the best quartz crystal resonators
is significantly less than the noise observed in oscillators employing
these resonators. Several problem areas common to traditional
designs are pointed out and a new approach is suggested for their
solution. Two circuits are described which frequency lock a spectrally
pure quartz crystal oscillator to an independent quartz crystal
resonator. The performance of the composite system is predicted
based on the measured performance of its components.

INTRODUCTION

N RECENT YEARS, tremendous advances have been

made in the manufacture of ultrastable quartz resonators.
Moreover, it is quite likely that further improvements in this
area will be made within the next two years. Especially
promising are the SC cut, TTC cut, and the various
electrodeless AT and SC cut resonators [1]-[4]. The purpose
of this paper is to point out some problems in the electronics
design of traditional quartz-crystal oscillators and to intro-
duce some new circuit concepts which will significantly
reduce these problems.

PROBLEM AREAS

The traditional circuitry for a crystal-controlled oscillator
uses the resonator inside of the oscillating loop as shown
schematically in Fig. 1. A necessary condition for oscillation
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is that the phase shift around the loop be a multiple of 2z rad.
A small phase fluctuation ¢ away from this state causes a
fractional frequency change

y=Av/v=9/2Q

where Q is the loaded quality factor of the resonator. In
order to achieve a long-term fractional frequency stability of
10~ '3 with a resonator having a loaded Q of 2.5 x 10°, the
phase variations must be less than 5 x 10”7 rad. For
standard coaxial cable with phase stability of approximately
100 ppm/°C, this corresponds to a temperature change of
1°C over a 5 cm length. Since nearly all components are
phase sensitive, it is doubtful that the required stability
around the oscillating loop can be achieved for extended
periods of time.

The phase shift around the loop is also perturbed by
output loading and pickup of stray signals. For example, a
20-percent change in the load resistance from the matched
condition produces a reflected signal back into the oscillator

U.S. Government work not protected by U.S. copyright
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output whose amplitude is 10 percent of the output voltage.
The reflection changes the phase in the oscillating loop by an
amount

¢ = (1/10)B cos 0

where f is the isolation from the output to the oscillating
loop expressed as a voltage ratio and 6 is the phase of the
reflected signal relative to the unperturbed loop signal. In
order to assure that || is less than 5 x 1077 rad for
arbitrary 6, f must be less than 5 x 107¢ or — 106 dB.
At the present time, crystal-controlled oscillators
designed for good long term stability use either fifth over-
tone AT cut or FC cut resonators driven at approximately
"0.1to 1 uW of crystal dissipation [4], [5]. The relatively low
power dissipation is used in order to avoid excessively large
frequency shifts. This effect, due to nonlinear interactions
within the crystal, is commonly called the amplitude to
frequency effect (AF), and is typically of the order Av/v =
10~ °/uW of crystal dissipation for 5-MHz fifth overtone AT
cut crystals. Therefore, it is necessary to control the crystal
dissipation to 10~* uW in order to achieve stabilities of
10713, This required power stability then dictates a crystal

dissipation of order 0.1 to 1 uW. The relatively low value of.

crystal dissipation required to achieve the good long term
stability limits the signal-to-noise ratio or spectral purity to
a relatively poor value compared to a hard-driven oscillator.
However, the AF effect is reported to be about 100 times
smaller in the new doubly rotated cuts like the SC, TTC, and
electrodeless SC cut resonators [2], [3], and [6].

Finally, the frequency of the oscillator is usually adjusted
with a tuning capacitance of approximately 25 pF for a 5
MHz unit. If the crystal has a Q of 2.5 x 10° and a motional
resistance, R, = 70 €, then the fractional frequency change
due to a small change in the tuning capacitor C/ is

_1( 1 )(1)AC,
Y=3\wro/\c,) ¢,

which can be derived from considering the LCR equivalent
circuit of a quartz crystal. Thus in order to achieve a

long-term stability of 10™*3 the tuning capacitor must be
constant to 6 x 107 pF, which is very difficult at best.

AC,

~4x10°¢
X CL

POSSIBLE SOLUTIONS

It is possible to attack all of these problems with a single
circuit which uses the crystal in a frequency discriminator
configuration instead of within an oscillating loop. Two
possible realizations will be suggested which share the
following principles: A crystal is operated at the optimum
power dissipation for long-term stability while the required
short-term stability is achieved with a second oscillator; the
effect of the load capacitor is decreased an order of magni-
tude by increasing its value a factor of 10; load effects are
minimized by using very-low-noise high-isolation buffer
amplifiers; the effect of phase variations on the critical
circuitry is reduced by using frequency or phase modula-
tion in conjunction with a frequency-lock loop. The
principles of operation are similar to the superconducting
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Fig. 2. Square-wave frequency-modulation system for locking a quartz-
crystal oscillator with high spectral purity to a passive quartz resonator.

cavity-stabilized oscillator which is described in detailin the
literature [7], [8].

The first circuit is shown in Fig. 2. The quartz crystal is
interrogated with a square-wave frequency modulated
signal from oscillator 1. Transmission through the resonator
converts the frequency modulation to amplitude modula-

. tion if the average signal frequency differs from the resonant

frequency. A diode is used to detect the modulation envelope
whose phase depends upon whether the average signal
frequency is above or below the resonance. Thus a phase
sensitive detector can be used to generate a feedback signal
which will frequency-lock oscillator 1 to the quartz crystal.

The power dissipated in the quartz crystal should be set to
approximately 1077 W because of the amplitude’ to
frequency effect. Since the crystal has a bandwidth of about 2
Hz, the spectral purity for Fourier frequencies above 1 Hz
(the approximate cutoff frequency of the servo scheme) is
determined by the performance of oscillator 1. The tuning
capacitor C is increased an order of magnitude to 250 pF in
order to reduce the sensitivity to the load capacitance and to
swamp the stray capacitances which contribute to the total
load capacitance. However, this implies that the resonator
must be manufactured to closer tolerances than for tradi-
tional designs. The total electrical length of the transmission
line connecting oscillator 1 to the diode demodulator via the
crystal does not directly affect the frequency at which the
system locks. However, dispersion in the transmission line
does cause the lock frequency to deviate from the crystal
resonance. Since the modulation frequency and its deviation
is limited to about 1 Hz by the crystal Q, dispersive effects are
smaller by a factor of 2 x 10”7 compared to the phase-
stability problem of the traditional design. Finally, buffer
amplifiers with isolation in excess of 120 dB and white phase
noise floors S, < —170 dB are easily constructed thereby
reducing to insignificance the problem of coupling spurious
signals into the resonator [9].

There are two major disadvantages to the circuit of Fig. 2.
First, since the frequency of the modulation must be small
compared to 2 Hz, the attack time of the feedback loop needs
to be longer than about 0.16 s. This means that the stability
of oscillator 1 may be worse than the passive crystal before
the attack time is reached. Second, the direct output of the
circuit has phase excursions of about 1 rad. Consequently, to
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Fig. 3. Phase modulation system for locking an oscillator to a passive
quartz resonator.

asynchronously realize a frequency stability of 10713 it is
necessary to average for 3 x 10°s orabout 3 days. The latter
problem may be overcome by phase-locking a oscillator 2 to
oscillator 1 with a synchronous PLL. The loop filter for the
PLL must average the phase difference between oscillators 1
and 2 over complete cycles of the modulation frequency in
order to cancel most of the unwanted phase modulation.

This system appears to be quite complex and costly. A
simpler system can be implemented which is based upon the
same general principles, but which overcomes the two
deficiencies just described. The simplified block diagram is
shown in Fig. 3. Once again, the crystal dissipates about
107 W, C, is approximately 250 pF and extensive use is
made of low-noise isolation amplifiers. One major difference
from the previous circuit is that the required modulation
is accomplished by phase modulating the oscillator output
rather than frequency modulating the oscillator itself. Con-
sequently, a system output can be provided which is uncon-
taminated by the internal modulation frequency. The
second significant difference is that the diode detector
produces the modulation envelope of the signal which is
reflected from the resonator rather than the signal trans-
mitted through it. Thus the modulation frequency can
greatly exceed the crystal bandwidth. The signal generated
by this technique is proportional to the imaginary part of the
reflection coefficient of the resonator which is, itself, linearly
proportional to the frequency deviation from the center of
the resonance. The heuristic explanation of this behavior is
that the carrier reflects from the resonance but the sidebands
are so far removed from the center that they effectively
reflect from a short circuit (more detail is given in [7]). The
advantage of the high modulation frequency which is pos-
sible in this system (for example, 200 Hz) is that the attack
time of the frequency lock loop can be decreased by a factor
of 200 compared to the case of the circuit in Fig. 2. This
would make it possible to use one inexpensive component
oscillator rather than the two high-quality oscillators
needed in the previous example.

EXPECTED PERFORMANCE

The performance expected from the system suggested in
Fig. 3 can be estimated from the measurements on the
various components. Curve A of Fig. 4 shows the measured
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Fig. 4. Spectral density of phase noise for (A) a commercial high power 5
MHz oscillator, (B) a quartz crystal resonator measured passively, (C)
the proposed system for locking A to B with 100 Hz unity gain freq-
uency, and (D) a commercial low-power quartz-crystal oscillator.

spectral density of phase fluctuations S,(f) for a commer-
cially available high power 5-MHz oscillator that would be
suitable for the local oscillator. Note that its phase noise
rises very rapidly close to the carrier, due primarily to the
high drive level.

The frequency stability of commercial high-quality
AT-cut quartz resonators has been measured using a passive
phase bridge technique which has been previously discussed
[10]. By evaluating three or more resonators in various pairs
one can independently determine the stability of each
resonator. Curve B of Fig. 4 shows the equivalent S 4( 1) for
the best two of the four samples tested.

The use of a frequency-lock loop with a second-order loop
filter (see, for example, [11]) should make it possible to
achieve a system output with the phase noise shown in curve
C of Fig. 4.

For comparison, the spectral density of phase for a
commercial high quality, low-power 5-MHz quartz con-
trolled oscillator is shown in curve D of Fig. 4. Note that the
curve C, the system output, is significantly superior to curve
D at all Fourier frequencies.

The corresponding time domain stabilities can be cal-
culated from Fig. 4, and, assuming that the contribution to
the phase noise from spurious pickup is insignificant, are
givenin Fig. 5. Again, note that the system output, curve C, is
projected to yield excellent short term stability and long
term stability. The frequency stability of such a system
should exceed that of all available commercial standards for
measurement times below 1000 s.

The frequency stability beyond 1000 s cannot be
estimated from present measurements on the crystal resona-
tors. However, from the above analysis we expect that the
frequency stability of such a system should be superior to
any present crystal-controlled oscillator, and further, that as
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new quartz resonator types become available frequency drift -

and other long term frequency changes can be kept below
10~ *2/week. The new crystal resonators are likely to exhibit
much better turn-off turn-on retrace, lower hysteresis due to
temperature cycling, and much lower acceleration sensi-
tivity [2], [3].
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An Error Analysis for the Measurement of Satellite
EIRP Using a Calibrated Radio Star

WILLIAM C. DAYWITT

Abstract—An outline for the derivation of equations employed in a
measurement and error analysis of satellite EIRP using a calibrated
radio star is presented. A table showing analysis results at 7.55 GHz
using Cassiopeia A for a satellite at 12° elevation angle is given. The
quadrature sum of the systematic errors appearing in the table s 10.1
percent. Also presented is a curve of the systematic errors as a
function of elevation angle showing a 7.3-percent minimum at high
elevation angles.

I. INTRODUCTION

HE NATIONAL Bureau of Standards has constructed

a system designed to measure satellite EIRP using a
calibrated radio star. The system operates off the IF patch
panel of the downlink earth terminal (ET), and automat-
ically controls the several measurement sequences.

The method employed in the earth-terminal measurement
system (ETMS) is a modified version of the radio-star
method [1] of measuring satellite EIRP (effective isotropic
radiated power), the modification [2] allowing ET receiver
gain fluctuations to be removed from the measurement and
significantly reducing measurement error.

In addition to a digital voltmeter and accurately cal-
ibrated IF attenuators, the ETMS features a very accurate
power bridge [3], and an improved solid-state noise source
[4] of high stability. Combined, the components can rou-
tinely measure power ratios to a few hundredths of a decibel.
The ETMS also incorporates well calibrated IF bandpass
filters whose characteristics are combined with the observed
ET passband characteristics by the computer softwarein the
ETMS to obtain the overall noise bandwidth needed for the
calculation of EIRP.

A measurement and error analysis for the 1-10-GHz
frequency range to be reviewed in this paper is incorporated
in the ETMS computer software. The analysis reveals
additional errors and a higher atmospheric correction than
previously calculated.

The relationship of the ETMS to the ET receiving system
is shown in Fig. 1. The receiving system is represented by the
ET antenna, cross-guide coupler, low-noise amplifier
(LNA), downconverter, and IF patch panel. The ETMS
consists of the solid-state noise source, and the power
measurement and control console. The noise source is
connected to the receiving system through the cross-guide
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Fig. 1. Interface between the ETMS and the earth-terminal receiving'
system.

coupler, and T, is the noise temperature representing the
noise power added to the system at the LNA when the noise
source is turned on. The gain of the system from the antenna
far field to the LNA is represented by G, and is the product of
the antenna gain and the waveguide loss from the antenna to
the LNA.

The noise source serves a double purpose in the EIRP
measurement. The first is to eliminate gain fluctuations [2]
from the LNA input to the power detector in the ETMS.
This is accomplished by performing all power measure-
ments in pairs, one measurement with the noise source
turned off, followed immediately by the same measurement
with the noise source turned on. The noise-source-off mea-
surement is then normalized by the difference between the
two measurements, thus eliminating the system gain (and
consequently the possibility of gain fluctuations) between
the LNA and the ETMS power detector from the power
ratio. Besides the immediate benefit of removing these
short-term gain fluctuations, measurements may now be
compared accurately on a day-to-day basis. The second
purpose is to provide a calibratable source of power by
which the magnitude of the received satellite signal power
can be measured. The calibration of this noise power is
accomplished in the first step of the EIRP measurement by
comparing the reduced noise temperature (T,/G) of the
noise source against the power from a calibrated radio star.

The EIRP measurement method employed by the ETMS
involves two steps: 1) a radio-star calibration of the reduced

U.S. Government work not protected by U.S. copyright
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Fig. 2. T,/G ET calibration curve.

noise temperature (T,/G) of the solid-state noise source as a
function of ET antenna elevation angle, and 2) the measure-
ment of the available powers at the LNA input received from
the satellite. The first step is performed by measuring the IF
power from the ET receiving system as the radio star drifts
through the mainbeam of the antenna. These measurements
are performed at various elevation angles as the star
traverses its path across the sky, and yield a set of T, /G data
points as depicted in Fig. 2. The least squares curve fit to
these data points represents a calibration curve for the “front
end” of the receiving system, and the solid-state noise source.
The 6.5-percent value appearing in the figure represents
random scatter (3 o) of the data points. The curve remains
valid as long as T, and G remain constant in time. Measure-
ments performed on the noise source [4] show it to be stable
to within +0.01 dB (1 ¢) over at least the time required to
complete a set of EIRP measurements for a number of
frequencies. The gain G is assumed to remain constant for
this same period, an assumption that appears to be born out
by experience. Once the calibration curve is established, the
value of T,/G for any satellite elevation angle can be easily
determined by reading the value of T,/G from the curve at
that angle.

After obtaining the T,/G calibration curve, the ET
antenna is pointed at the satellite whose EIRP is to be
measured, and a number of measurements of received
satellite power are performed. The average of these measure-
ments normalized by T, yields a AY that can be used with the
proper (at the satellite elevation angle) T,/G value to
determine the satellite EIRP from the equation

k(T,/G) AfL AY

EIRP = =27 =

(1)
where k is Boltzmann’s constant, Af is the combined
ET-ETMS noise bandwidth, L is the space loss (4nr/A)* 5],
r is the range from the ET antenna to the satellite transmit
antenna, A is the measurement wavelength, and A is the
aspect angle correction [1]. e; through e, are near-unity
correction factors analogous to the G/T correction factors
described in an earlier publication [6]. Sequentially, these
factors account for: 1) atmospheric transmission losses, 2)
the angular extent of the received satellite signal as “seen” by
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the ET antenna, 3) frequency variations of the receiving
system components across the receiver passband, 4)
frequency variations of the downlink operating noise tem-
perature across the receiver passband, 5) imperfect ET
antenna pointing, 6) polarization mismatch between satel-
lite signal and ET antenna, and 7) finite response time of the
ETMS and instabilities in T,.

The theoretical development leading to (1) is outlined in
the next section.

II. THEORETICAL DEVELOPMENT

As mentioned earlier, the EIRP measurement performed
by the ETMS is accomplished in two steps, obtaining the
T, /G calibration curve, and measuring the received satellite
power. Before examining these two steps separately, basic
equations used as a starting point for their theoretical
descriptions will be presented. Although these equations
and some of the approximations leading to the final working
equations may be applicable over a wider frequency range,
they are designed primarily for the 1-10-GHz frequency
range.

A model of the ET receiving system is shown in the block
diagram of Fig. 3. The system (including the atmosphere) is
outlined in solid blocks. The far-field source is the satellite or
radio star, depending at which the ET antenna is pointed,
and B(Q, ) is the corresponding brightness distribution [7].
Q represents the pair of spherical polar angles with origin at
the ET antenna and z axis along the center of the mainbeam,
andfis the frequency. a(€Q, /) is an operator representing the
effects [8], [6] of gaseous absorption, refractive spreading,
and tropospheric scattering on the incoming flux from the
radio star or satellite. M () is a mismatch factor [9] relating
the polarization of the source radiation to the ET antenna
polarization. 4,(f) and G(f) are the effective area and gain,
respectively, of the combined antenna, waveguide feed, and
cross-guide coupler. T,(f) is the noise temperature of the
solid-state noise source as it appears at the LNA input.

‘When the noise source is turned off the added noise T( /) is

zero. T(f) is the noise temperature of the ET system and
consists of cosmic background noise, atmospheric and
man-made noise, ground noise, noise from I2R losses in the
antenna, waveguide feed, and cross-guide coupler, the effec-
tive input noise temperature of the LNA, and radiated
satellite noise when the ET antenna s pointed at the satellite.
w(f) is the spectral power (power per unit bandwidth)
corresponding to the sum of the spectral power from the
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far-field source kT,(f) and kT(f). g(f) is the ratio of
the spectral power delivered to the power meter to
the available spectral power at the LNA input. P is the total
power delivered to the power meter.

The spectral power w(f') is related to other parameters
appearing in Fig. 3 by the equation

w(f) = KT(f) + “T.(f )] + AM(S)
[ «(@ )B@ 1) - P@ - Q0. £) dO2. (2)

P,(Q — Qq, f) is the normalized power pattern of the ET
antenna, waveguide feed, cross-guide coupler combination,
where the difference Q — Q, accounts for the fact that the
antenna may not be pointing at the center Q, of the far-field
source. The quotation marks around T,(f) are a reminder
that T,(f') is zero when the solid-state noise source is turned
off. dQ is the infinitesimal solid angle sin 0 d6 dy.

The power P detected by the ETMS is related to the
spectral power w(f) by the equation

P=[w(f)g(f) 4. (3)

The form of (2) and (3) are a manifestation of the assumed
linearity of the modelin Fig. 3, and form the theoretical basis
for the following description of the two-step measurement
process leading to the EIRP equation (1).

A. Step Oné—?j, /G Calibration Curve

The power measurements performed by the ETMS to
obtain T,/G at a particular elevation angle are indicated by
the heavy dots in Fig. 4. As a calibrated radio star passes
through the center of the ET antenna mainbeam, the IF
power detected by the ETMS describes a curve shaped
somewhat as depicted in the figure. The slope of the baseline
from t, to t; could be caused by a variation in the cosmic
background surrounding the radio star, or a slow change in
the ET receiver gain. Three pairs of power measurements are
made, one ateachtimet,,t,,and t5. Att,,ameasurement P,
of the noise baseline is made, followed immediately by the
same measurement P, + P_with the solid-state noise source
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turned on. The ratio y, (= P,/P,) is then calculated to
eliminate the receiver gain from consideration as previously
described. Similar ratios y, (= P, /P,)and y; (= P5/P,)are
calculated from measurements at ¢, and t;. The measure-
ment at t, corresponds to the radio star beingin the center of
the ET antenna pattern. The measurement at ¢ is another
measurement of the noise baseline and which, with y,,
allows the value of the noise baseline at ¢, to be determined.
By subtracting the noise baseline from the measurement at
t,, the IF power ratio difference Ay corresponding to the
radio star can be determined from the equation

Ay =y, — (y1 + y3)/2. 4)

The values of the measured powers in Fig. 4 can be related
to the quantities in the block diagram of Fig. 3 through (2)
and (3). For example,

Py = [ g(UKT(f) + ALM(S)

[ B@ )@ )PAQ.S) dQ)df (5)

and

Po= [ g/ KTS) df. (6)

The B(Q, f') in (5) is the radio-star brightness distribution,
and M(f) (approximately equal to 1/2)is the corresponding
mismatch factor.

Equations (5) and (6) with similar equations for the
measurements at t, and t; can be combined to give a
theoretical expression for the Ay of (4). When this is done
and equated to Ay, the following equation can be derived:

2
_7; = E Ky ks . (7)
G 8nk Ay
A is the measurement wavelength, S = B(Q, f) dQ is the
radio-star flux density at frequency f, and k is again Boltz-
mann’s constant. k; through k, are correction factors
defined to give the functional form of (7) and are expressions
containing a number of integrals. Under certain circum-
stances, these factors are close to unity, making accurate
radio-star measurement of G/T or EIRP possible. Reduced
expressions for the ks have been discussed in earlier
publications [6], [12].

The value for T,/G calculated from (7) pertains to a
particular elevation angle. When this process is repeated for
other elevation angles as the radio-star traverses its path
across the sky, the data points in Fig. 2 from which the
calibration curve is derived are generated. The T,/G value
needed to determine the satellite signal power is then
obtained from the curve at the elevation angle of the satellite.

B. Step Two—Received Satellite Power Measurements

With the T,/G calibration completed, the antenna is
pointed at the satellite in order to measure the received
signal power. Fig. S illustrates the resulting RF power
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spectrum asit appears at the LNA input. In this example, the

spectrum has a sloping noise baseline with the satellite signal
appearing at the center frequency f,. The shaded areas
depict those frequencies passed by the limiting IF bandpass
filter in the ETMS when the ET downconverter is tuned to
Sf-.fo, or f, respectively. The corresponding IF powers P _,
Py, and P, detected by the ETMS are related to this IF
power spectrum by the equation

Pi=[w(adf)df  i=-.0 + ®)

where i indicates that the downconverter has been tuned to
f-, fo, or f, respectively.

The procedure for normalizing these powers is different
from the normalization procedure used in the T, /G calibra-
tion, but is still done for the same purpose, to eliminate gain
fluctuations. As previously discussed in the T,/G measure-
ment with the radio star y,, y,, and y, are calculated from
pairs of power measurements with one member of each pair
having the solid-state noise source turned on. With reference
to Fig. 4, the magnitude of the added noise power P, was
large enough compared to the P; (i = 1, 2, 3) that when P,
was subtracted from the measured power P; + P, to obtain
P,, significant figures were not lost. However, in the mea-
surement of satellite power (Fig. 5), P, and sometimes P_
and P, are sufficiently large compared to P, to cause sig-
nificant variation in the P, determined from subtracting
P(i= —,0, +)from P; + P,. This problem is circumvented
by pointing the ET antenna away (in azimuth) from the
satellite to obtain P, (at f_, f,, and f,) by measuring a
noise baseline comparable in magnitude to the noise base-
line in Fig. 4, and then normalizing P; (i = —, 0, +) with
the resulting P,’s. These P,’s are related to T,(f) and the
receiver gain g(f) by the equation

Pu= [KT(gilf) df, 1= -0, +

©)
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where the subscript i signifies whether the ET downconver-
ter has been tuned to f_, f;, or f,.

The ratio difference AY of the received satellite signal at
the LNA input is calculated from the equation

AY =yo— (y- +y.)2. (10)

With the Ay’s of this equation replaced by their theoretical
counterparts, (1) can be derived. Like the ks of (7), the e;’s
are defined in such a manner as to obtain the functional form
of (1). As in the T,/G measurement, the utility of the
radio-star method for measuring EIRP depends upon the
e;’s being close to unity. The working equations for the es
used in the ETMS are to be found in [12].

In obtaining (1) from (10), a brief explanation of how the
aspect angle correction A is defined in this analysis is helpful.
Fig. 6 depicts a satellite signal being radiated to an earth
terminal located in the direction of the spherical angles
represented by w from the center of the mainbeam of the
satellite antenna. The spectral power p(f) of the signal
available at the output port of the satellite transmitter
(TXR) is fed to the satellite antenna whose gain in the w
direction is g(w, f). The resulting intensity I(w, f ) radiated
into the infinitesimal solid angle dw is

I(w’f) = p(f)g(w9f) (11)

The aspect angle correction 4 is then defined here in terms of
this radiated intensity by the equation

Y

- J10,1) df

where I(0, f) is the intensity radiated in the boresight

direction of the satellite antenna, and the integrals are

evaluated across a narrow bandwidth centered on the center

frequency f, of the signal. The denominator of (12) is the

EIRP. The ratio in (12) reduces with negligible error to the

normalized power pattern of the satellite antenna at
the center frequency f,.

(12)
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TABLE 1
ERROR IN MEASURING EIRP AT 7.55 GHz AND 12° ELEVATION ANGLE

SOURCE OF ERROR

SOURCE MAGNITUDE
AND UNCERTAINTY

RESULTING PERCENT
ERROR IN EIRP

1. Y-Factor Ratio 10 + 0.029 dB 0.66
2. Cassiopeia A Flux Density 586 * 26 fu 4.46
3. Space Loss (4111:/)\)2 202 + 0.006 dB 0.14
4. Noise Bandwidth 5 MHZ + 19 kHz 0.38
5. Atmospheric Transmission 1 + 0.0702 7.02
6. Star Shape 0.899 * 0.0070 0.81
7. Component Frequency Dependence 1 + 0.0073 0.73
8. Downlink Noise Temperature Variation 1 *+ 0.0001 0.01
9. ET Antenna Pointing 1 + 0.0131 1.31
10. Polarization Mismatch 1 * 0.0056 0.56
11. System Time Response & Ta Instability 1 * 0.0023 0.23
12. Aspect Angle Correction 0 * 0.25 dB 5.29
13. Frequency 7.55 * 0.00 GHz 0.00
QUADRATURE SUM OF SYSTEMATIC ERRORS 10.17%
14. Random Error From Ta/G Measurement -33.2 + 0.28 dB(30) 6.56
15. Random Error From Received Satellite Power + 0.57 dB(30) 14.10
TOTAL QUADRATURE ERROR 18.5%
III. ERROR ANALYSIS 14 ~
Examination of (1) and (7) reveals that there are twenty- 13
one possible sources of systematic EIRP error. However,
since Ay and AY, and the ¢;’s and ks are related, the number 12 -
of sources reduces to thirteen. These thirteen sources of error
are listed in the first column of Table 1. This table was nr
prepared for an ET operating at 7.55 GHz with an 18-m SYSETRE;SJ 1
antenna looking at a synchronous satellite at 12° elevation (%) 0r
above the horizon. The source magnitudes and uncertainties o L
listed in column two reflect this choice. The error in EIRP
resulting from the various uncertainties are listed in the 8
third column. Typical random errors generated during T,/G
and received satellite power measurements are given in 7

rows 14 and 15.

The Y-factor ratio uncertainty (0.029 dB) is calculated
from the ratio of y appearing in (4) to the AY appearing in
(10), although the 10-dB magnitude applies to Y only. The
uncertainty is mainly due to calibration errors in the IF
attenuators in the ETMS, the errors due to the power bridge
being considerably smaller.

The Cassiopeia A flux-density uncertainty (26 fu) (fu
stands for flux units, one flux unit being equivalent to 10~ 2¢
W m?/Hz/steradian) represents a careful but not quite
state-of-the-art flux density calibration [9]. This uncertainty
and the corresponding 4.46-percent EIRP error appears
difficult to reduce at the present time.

The 0.006-dB uncertainty in the space loss is due to range
(r of Fig. 6) uncertainty which was assumed to be the daily
range variation of the satellite used in the example.

The composite ET receiving system-ETMS noise band-
width is determined at each ET from previously measure-
ment parameters of the ETMS filters and the gain slope of
the ET passband.

{L
\

] 1 1 1 1 1 ]
0 0 20 30 40 50 60 70
ANTENNA ELEVATION ANGLE (DEGREES)

Fig. 7. Total quadrature systematic EIRP error at 7.55 GHz versus
ET antenna elevation angle.

The uncertainties listed in rows 5 through 11 were cal-
culated from the k; /e; ratios for i equal to 1-7, respectively.
Most of the ratios shown in column 2 are unity because like
correction factors tend to cancel each other. The exception is
the star-shape correction factor ratio (0.899) where e, is
always unity because the satellite subtends a vanishingly
small solid angle at the ET antenna, and the radio star does
not.

The atmospheric transmission error (7.02 percent) varies
with elevation angle, giving the total EIRP error a character-
istic shape shown in Fig. 7. Table I is a breakdown of this
curve at 12° elevation angle. Uncertainties in the k, /e, ratio
arise mainly from unpredictable variation in the atmo-
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spheric temperature, pressure, and water-vapor density
profiles between the T,/G and received satellite power
measurements. The large magnitude of this error (7.02
percent) is due in great part to a lack of measurement data
and analysis concerning the tropospheric scattering effect
[6], [8] The error could probably be reduced with even a
modest effort in this area. The basis for errors 6 and 7 have
been previously discussed [6].

The error due to downlink noise temperature variations
includes uncertainties arising from cosmic background vari-
ation around the calibrated radio star, and from portions of
the satellite signal (if the signal carrier is modulated) appear-
ingin thef_ and f, frequency bands (see Fig. 5) reserved for
the baseline noise measurements. The satellite signal was
assumed to be unmodulated for these calculations, account-
ing for the small 0.01-percent error.

The 1.31-percent error from antenna pointing inaccura-
cies is essentially twice the value when pointing at either the
radio star or satellite, and is calculated using an assumed
pointing uncertainty of S5 percent of the antenna
half-power-beamwidth.

The polarization mismatch error was calculated assuming
axial ratios for the ET and satellite antennas of 0.5 and 0.05
dB, respectively.

The time constant of the ETMS is sufficiently short and
causes no appreciable EIRP error. The 0.23-percent error in
row 11 is due entirely to the T, instability.

The normalized power pattern of the satellite transmit
antenna is needed to determine the aspect angle correction.
The 5.29-percent EIRP error is the result of an aspect angle
uncertainty obtained from the literature [1]. The application
of emerging spherical near-field scanning techniques [10],
[11] to satellite antenna measurements should significantly
reduce this error.

The quadrature sum of the systematic errors in Table I is
10.1 percent, and is dominated by errors resulting from
uncertainties in the Cassiopeia A flux density, the atmo-
spheric transmission factor, and the aspect angle correction.
Representative values for the random errors generated
during the measurement of T,/G and received satellite
power increase this quadrature error to 18.5 percent.

Further information concerning details of the measure-
ment and error equations is available [12], [13].

IV. CoNCLUSIONS

The measurement of EIRP as performed by the ETMS
has been described, and an outline of the derivation of the
equations leading to the error analysis presented. The results
of this analysis are given in Table I and Fig. 7.
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The results show a 10-percent quadrature systematic
EIRP error for a 12° elevation angle, increasing to 19 percent
(30) with addition of the random errors generated during the
measurement.

At 12° elevation angle, the total systematic error is
dominated by errors resulting from uncertainties in the
radio-star flux density, the atmospheric transmission fac-
tors, and the aspect angle correction. It appears that the
latter two uncertainties might be significantly reduced with
presently available knowledge and measurement
techniques.
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An RMS Digital Voltmeter/Calibrator for
Very-Low Frequencies

HOWARD K. SCHOENWETTER, SENIOR MEMBER, IEEE

Abstract—A portable rms digital voltmeter (DVM) has been
developed at NBS to support vibration measurements over the ranges
of 0.1 to 50 Hzand 2 mYV to 10 V. A self-contained calibrator provides
for self-calibration and may be used for calibrating other VLF
voltmeters. The calibrator basically consists of a Kelvin—Varley
divider fed by a reference voltage (either dc or sinewave generated by
a ROM-DAC combination). A multijunction thermal converter
(MJTC) was selected as the sensing device in the rms/dc converter of
the DVM since its low ac/dc difference facilitates calibration of the
ac calibrator. Factors affecting accuracy and response time are
analyzed. The DVM response time is 40 s for the lowest input
frequency. Its accuracy (percent of reading) is 0.1 percent above 0.5
Hz and 5 mV and 0.2 percent below these values. The ac calibrator
accuracy is 0.02 percent. Measurement accuracy improves by a
factor of about 4 for transfer measurements (comparing input
voltages with ac calibrator voltages). Means for extending this
accuracy to 0.01 percent are discussed.

1. INTRODUCTION

ALIBRATED vibration transducers (accelerometer—
Campliﬁer systems) are required in calibration labora-
tories and test facilities to determine the acceleration of
vibration exciters, tables and fixtures. At very-low frequen-
cies (VLF’s), particularly below 10 Hz, the major source of
error in calibrating these transducers (both reference stan-
dards and test items) has been the error in measuring the
output voltage from the transducer [1], [2]. This is because
the measurement error of the few commercial voltmeters
(that measure VLF’s) ranges from a few tenths of a percent
to over 1 percent, depending upon the voltage and fre-
quency. Furthermore, calibration of these voltmeters is
difficult since no commercial ac voltage calibrator operates
below 10 Hz. Voltage measurement errors are very
significant since their contribution to transducer calibration
uncertainty is added at each level of the calibration
hierarchy.

To meet present and expected future requirements of
vibration and other very low frequency measurements, a
portable rms digital voltmeter (DVM) was designed to
measure voltages from 2 mV to 10 V over the frequency
range of 0.2 Hz to 50 Hz.! Since the means for calibrating the
voltmeter to the required accuracy below 10 Hz did not
exist, an ac voltage calibrator was also developed and
incorporated into the same instrument. This calibrator,

Manuscript received February 20, 1978. This work was supported in
part by the Calibration Coordination Group of the Department of
Defense.

The author is with the Electricity Division, National Bureau of Stan-
dards, Washington, DC 20234.

! The design was later modified to extend the range to 0.1 Hz.

AC IN | iNpPUT | o RMS/DC pass |,m oC
E, | AMPL g2 | CONV. [e27| FILTER [0y | DVM

Fig. 1. RMS digital voltmeter used in ac voltmeter/calibrator.

covering the frequency range of 0.2 Hzto 50 Hz,? is intended
not only for calibration of the companion voltmeter but also
for the calibration of other voltmeters. In addition, the
calibrator facilitates transfer measurements.

The accuracy objective for the voltmeter was 0.1 percent
of reading above 2 Hz and 5 mV and 0.25 percent of reading
for lower frequencies and voltages. As explained in the next
section, the minimum response time obtainable in rms
voltmeters is directly proportional to the period of the input
voltage. Commercial rms DVM’s require 15-20 periods for a
response to within +0.1 percent of the input change. This
extrapolates to 150-200 s for 0.1 Hz. Since slow response
limits an instrument’s usefulness, the design objective also
was to decrease the response time below these figures as
much as was practicable.

JI. RMS VOLTMETER DESIGN

A. Design Considerations

The rms voltmeter designed for this instrument follows
the conventional approach shown in Fig. 1. Indescribing the
operation of this circuit and the following circuits, rms and
instantaneous values will be represented by upper and lower
case letters, respectively. The ac input voltage E;is amplified
to a voltage level E, suitable for the rms/dc converter and
converted to a unidirectional voltage E,. The converter
transfer characteristic E, /E, is ideally a constant, adjustable
to unity.? Since the input voltage to the converter e, is sensed
by a square-law device, the converter output e, consists of a
dc component E 4, and a ripple component e, whose rms
value is E,; hence,

E,=JELTEE~E(1+ERE). (1)
If the amplifier gainisGand E,/E, = 1,then E,= E, = GE,.
For accurate measurement of E;, the voltmeter reading
should be E,/G; however, the dc DVM responds to E,,
(since it is average-responding) and displays the value
E,./G. Therefore, it is seen from (1) that the ripple value E,
causes a fractional error of E2/2E3_ in the displayed voltage.

? The design was later modified to extend the range to 0.1 Hz.
3 In practice, E,/E, varies somewhat with the frequency of the input
voltage. This rms/dc conversion error will be discussed in later sections.

U.S. Government work not protected by U.S. copyright
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Thus ripple filtering is required in the converter to limit this
rms/dc conversion error to an acceptable level. This con-
straint still allows a relatively large peak-to-peak value of e,
and would, if not reduced, cause intolerable fluctuations in
the displayed voltage. These fluctuations, in effect, reduce the
DVM accuracy. Therefore, a low-pass (LP) filter is used to
reduce the peak ripple (in e,) to an acceptable level.

If the input voltage e; is a waveform with a crest factor
greater than 1 (e.g., a sinewave), the time constants in the
converter and LP filters must be increased in direct propor-
tion to the period of ¢;in order to maintain acceptable ripple
levels. Consequently, the minimum rms voltmeter response
time is proportional to the period of e;. For a given
frequency (and a given voltmeter design), response time can
only be decreased by decreasing the filter time constants,
resulting in increased voltmeter error (including fluctua-
tions in the displayed voltage). Thus a tradeoff exists
between minimum response time and minimum voltmeter
error.

B. Error Budget

The error budget of 0.1 percent above 2 Hz was allocated
as follows:

rms/dc conversion error 0.02%
calibration errors 0.03%
temperature effects/°C 0.029%
gain-offset drift/30 days 0.03%

The error budget of 0.25 percent below 2 Hz included the
above items, plus the following:

rms/dc conversion error from ripple (E,) 0.05%
rms/dc conversion error from sensing element 0.05%
peak fluctuations in displayed voltage 0.05%

Much smaller fluctuations (0.01-0.02 percent) in the
displayed voltage are desirable when using the voltmeter for
ac/ac transfer measurements where the input voltage is
measured by comparison with a calibrator voltage of ap-
proximately the same frequency. The gain-offset error
budget was not considered critical since corrections are
readily made (2 adjustments) using the voltage calibrator.

C. Detailed Design

1) Input Amplifier: The input amplifier is direct-coupled
and has gains from 0.5 to 2500, selectable in 12 ranges of
1-2-5 gain sequence. The amplifier consists of two cascaded
low-noise low-drift operational amplifiers with buffering to
provide high-input impedance and power capability with
low distortion at its output. The sequence of voltage ranges
limits the nominal input range over which the rms/dc
converter must operate from 2 to 5 V. Reed relays in DIP
configuration are used for range switching. The frequency
response for all gain ranges is flat from dc to 50 Hz to within
0.01 percent or better.

2) RMS/DC Converter:*

a) General description: The rms/dc converter in this
instrument (Fig. 2)is a feedback type, employing a differen-

4 Bibliographies on rms/dc converters may be found in [3] and [4].
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tial multijunction thermal converter (MJTC)for the sensing
element.> The differential MJITC contains two matched
MIJTC’s connected so that the dc components of their
outputs oppose each other. The outputs e,(t) and e,(t) have
dc components E,;, and E,;, proportional to the input power
to heater elements H, and H,, respectively. Therefore,

Ey =K E}/ry and Eg = K,E}/r, @)

where E, and E, are the rms values corresponding to e(t)
and e,(t), K, and K, are constants of proportionality and r,
and r, are the resistance values of H, and H,. It will be
shown later that the circuit is constrained to allow only
negative feedback, i.e., the voltage fed back to H, always
tends to decrease the difference between E;, and E,,. If the

loop gain is very large, E;; — E,4; ~ 0. Equating the expres-

sions in (2), E2~ K, r, E2/K,r, or

Eo: Klrz/KzrlEa.

3)
Hence, E, is proportional to E,, the rms value of the input
voltage ¢,(t). To simplify later discussions, it is assumed that
K,/riy=K,/r,=B,ie, K,r,/Kyr;=1.

Equation (3) is also valid if square-rooting circuit SR is
omitted and point fconnected to point 0. However, omitting
circuit SR causes the rms/dc converter circuit to be nonlin-
ear, since the MJTC in the feedback loop has a nonlinear
transfer characteristic (E,, = BE2). This nonlinearity, in
turn, causes the response time of the converter to be different
for input step increases than for input step decreases [7], [8].
This effect can be removed by placing a squaring amplifier
between points fand & [8], [9], or by linearizing the converter
circuit using circuit SR, as shown in Fig. 2. The latter method
has the advantage of maintaining constant dc loop gain,
independent of E,.

b) Detailed description: Circuit details of the rms/dc
converter are shown in the upper part of Fig. 3. As explained
in the next section, resistor R1, matched to the resistance of
heater H; (~ 1 kQ), is used to reduce the low-frequency
ac/dc difference of the MJTC input section.® Resistor R2 is
added to equalize the rms values of the input and output
voltages. Adding these resistors decreases the effective value
of B by a factor of 4. (See statement following (3) for
definition of B.)

Amplifier AR1 is a low-noise chopper-stabilized amplifier
which provides high loop gain. The circuit SR (Fig. 2)

5 The MJTC is described in [5)]. Differential MJITC’s have been used
previously in rms/dc feedback converters operating above 50 Hz [6].

6 The ac/dc difference is defined as & = (Q, — Q,)/Q, where Q, and Q,
are the ac and dc inputs which produce the same thermal converter output
(dc component only).
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Fig. 3. RMS/dc converter and signal conditioner.

consists of amplifier AR2 and multiplier M, which functions
as a squaring circuit in the AR2 feedback loop. The constant
k of the SR circuit’s transfer characteristic (e, = ky/e) is
adjusted by the value of R3. Diode CRI restricts the
feedback voltage e,(t) to positive values (negative feedback
only).

c) Sensing element: An MJTC was selected for the
sensing element of the rms/dc converter because of its
negligible ac/dc difference over a large part of the 0.1-50 Hz
fréquency range. It will be shown later that this factor is
important for the calibration of the ac calibrator.

For input frequencies sufficiently high that negligible
temperature variation of the thermal converter heater
occurs during a cycle (because of the heater thermal time
constant), deviation from square-law response has no effect
on 6 and the ac/dc difference is very small. At very-low
frequencies (VLF’s), the heater temperature varies with
instantaneous input power and external filtering is necessary
to smooth the output voltage. Lack of square-law response
now increases 0. It is shown in Appendix I that the low-
frequency ac/dc difference of a thermal converter (TC),
caused by lack of square-law response, is

8, = b'I*m?/4 (4)

where I is the rms value of the input current and m s the ratio
of peak to average value of the output electromotive force
(EMF) (before external filtering is applied). Constant b’ is a
measure of the TC’s deviation from a square-law response,
may be of either sign, and can be determined from dc
measurements (see (A.3) and (A.12)).

Resistor R1 (Fig. 3), matched to the resistance of heater
H,, reduces §,, in two ways: 1) It minimizes the dependence
of input power on small cyclic resistance changes [10] which
decreases b, and 2) it reduces J,, by decreasing I to a
full-scale value of 2.5 mA (rated current for the MJTC is §
mA). The value of b’ should be specified so that J,, < 0.1
percent for m = 1. For the MJTC used in this instrument, m
is approximately 0.6 and 0.1 at 0.1 and 1 Hz, respectively.
Therefore, 0,, < 0.04 percent at 0.1 Hz and causes and
equivalent error in rms/dc conversion, which is within the
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allocated error budget. At 1 Hz, d,, < 10 ppm and decreases
to zero below 10 Hz. The ac/dc difference from other causes
(such as Thompson and Peltier effects) is less than 1 ppm up
to 10 kHz [10], [11], and is expected to be constant over the
voltmeter’s frequency range.

The rms/dc converter has essentially the same ac/dc
difference as the MJTC if its output ripple is negligible
(maximum filtering used). Consequently, the ac/dc differ-
ence of the rms voltmeter (input applied to the TC DIRECT
terminals) changes less than 10 ppm from 1 to 10 Hz and is
negligible above 10 Hz. This voltmeter characteristic is very
useful in calibrating the ac calibrator.

In the following discussions, each section of the differen-
tial MJTC is treated as a device with a single time constant,
represented by the 0-63 percent step response. The MJTC
used in this instrument has time constants of approximately
1 s for each section, represented by the symbol t . Therefore,
the transfer characteristics for the MJTC may be written

ey(t) = BeZ(t)/(1 + t,p) )
and

e,(t) = Bed(t)/(1 + t,p) (6)

where p =d/dt and B is a dimensional constant defined
earlier (see statement following (3)).

d) Accuracy and response time: Since it is most difficult
to meet the accuracy and response time objectives at the
lowest frequencies, the converter design requirements will be
examined at 0.1 Hz. The transfer characteristics for the
circuit of Fig. 2 are derived in Appendix II-A for the critically
damped and overdamped cases. These cases correspond to
circuit conditions of w} = b? and w3 < b?, where b = 1/1,,
w3 = Bk?/t, RC, R is the MJTC output resistance, and C is
the integrating capacitance.

The ie;ponse of the critically damped circuit to an input

e,(t) =+/2V;sin wt is given in (A.21). The transient and
steady-state parts of that equation are
eo(t), ~ tbte bV (7)
and
X* X
eO(t)ss = (1 - Té‘ - 5 Ccos Zwt) ]/1 (8)
where

X =b*/(b* + 40?) and o = 2nf.

The second term of (8) represents the rms/dc conversion
error caused by ripple and is 0.12 percent at 0.1 Hz. The
response time is obtained by equating (7) to 0.0005V; and is
18257

The error budget of 0.05 percent for conversion error from
ripple can be met by decreasing w$ (increasing C or decreas-
ing k), resulting in an overdamped circuit. The response of
the overdamped circuit to e,(t) = \/i V;sin t is given in

7 Unless stated otherwise, “response time” refers to the time required for
the output voltage to reach its final value +0.05 percent of the voltage
change.
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(A.23) (applicable for w, < 0.95b). The transient and steady-
state parts of that equation are

eolt) ~ w? exp {—[b — /b* — 0]t} ”

~ l 9
4./b* — wi[b — /b* — wi] ©)
and
2
eo(t) ~ (1 _ -f—6 - g cos 2wt) v (10)

where Y = w3 /[2w,/4b* — 2w + 4w”]. The second term of
(10) represents conversion error from ripple.® Equating this
term to 0.0005V, yields w3 = 0.67b% at 0.1 Hz, the value of v}
which will reduce the conversion error to 0.05 percent.
Substituting this value for w3 into (9) and equating it to
0.0005V; give 34 s for the response time. Since this increase in
response time was considered unacceptable, a circuit was
designed to compensate for ripple error, thus making it
feasible to use the critically damped converter. This ripple
error compensating circuit is part of the signal conditioner
circuit described later.

3) Low-Pass Filter: The filtering following the converter
must reduce the peak ripple to 0.05 percent and should have
less than 0.05 percent transient overshoot for input voltage
steps to the rms/dc converter. In the worst case of f = 0.1 Hz,
the ripple from the converter must be reduced by a factor of
136. These are minimum requirements (see error budget)
and can be met by 1) LP filtering, 2) integration over an
integral number of periods of ripple or 3) by a combination
of LP filtering and fixed period integration. Method 2) was
considered to be somewhat beyond the scope of this
project.® Comparison of the other two methods (Appendix
I1-B) was limited to filters whose poles are all real and equal.
The comparison shows that method 1) has the shorter
response time if the filter has 5 or more poles. However,
method 3) is more appropriate for ac/ac transfer measure-
ments, since the fluctuations in the voltage indication are
zero for frequencies of 0.05, 0.1, 0.15, ---, Hz (includes
calibrator frequencies) and are less for most other frequen-
cies. For this reason, method 3) was used to perform the
filtering and consists of a 2 pole LP filter and an integrating
dc DVM. The filter is part of the signal conditioner circuit,
described next.

4) Signal Conditioner: The signal conditioner (lower half
of Fig. 3) consists of a 2-pole LP filter, a ripple error
compensating circuit, and a voltage follower (AR3) with a
gain of 2. The output of the rms/dc converter e(t), consisting
of dc and ripple components E, and e,, is applied to the
signal conditioner for attenuation of e, and correction and
amplification of E,..

The attenuation factor of the LP filter (sections R7-C2
and R8-C3) is'®

4o + o®

> (1)

8 The second term of (8) and (10) corresponds to the second term of (1).

9 A long-range program is underway at NBS to develop an all-digital
system for measuring and analyzing VLF waveforms in time periods
approaching the theoretical minimum.

10 Attenuation factor is defined here as the reciprocal of the transfer
characteristic.
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where a = 1/(R7)(C2) = 1/(R8)(C3). Asindicated in Appen-
dix II-B2, a maximum ripple attenuation factor of 11.7 is
required in the LP filter at f = 0.125 Hz (ripple frequency =
2f). This corresponds to o = 0.48. Larger a (smaller time
constants) are used for f> 0.5 Hz.

The ripple error compensating circuit consists of Q1, RS,
R6, and CR2. This circuit compensates for rms/dc conver-
sion error (from excessive ripple e,) by injecting a positive
charge on C2 during the positive half cycles of e,. The
amplitude of e, is proportional to E 4. Therefore, because of
the nonlinear V — I characteristic of diodes, CR2 presents
an increasing impedance to ripple as E,  decreases. This
effect is compensated by Q1 which is biased so that its
drain-source resistance decreases as E . decreases. The .
compensating circuit reduces conversion error at the lowest
frequencies to well below the 0.05-percent objective.

In addition to functioning as an active filter, AR3 serves to
amplify E, tothe4-10V level required for thedc DVM. The
overall temperature coefficient of the rms DVM is com-
pensated to within 40.015 percent/°C by using a Sensistor
in the feedback circuit of AR3.

5) DC Digital Voltmeter: The dc digital voltmeter con-
sists of a voltage-to-frequency (V/F) converter and a
frequency counter with digital display. The V/F converter
has an input voltage range of 0 to 10 V (only the 4-10 V
range is used) and a transfer characteristic of 1000 Hz/V.
Since the number displayed by the frequency counter must
be proportional to the input voltage, the pulse rate output of
the V/F converter is effectively scaled inversely to the gain
(scaling) of the input amplifier and the integration period
(either 1 or 10 s). This is accomplished by pulse rate scaling
of 1,2, and 5 (using a counter) and decimal point selection.
The ripple attenuation factor (versus frequency) of the
integrating dc DVM, and its effective response time are
given in Appendix II-B2.

III. CALIBRATOR DESIGN

The error budget for the rms DVM allocated 0.03 percent
for calibration errors. Since up to 0.01 percent calibration
uncertainty results from lack of resolution in the displayed
voltage, 0.02 percent was the accuracy objective for the ac
calibrator.

The voltage calibrator consists of a compact 7-digit
Kelvin-Varley (K-V) divider fed by a reference voltage of 1
V (either ac or dc) and buffered at its output by a voltage
follower with selectable gains of 1 and 10. The frequency
response of the K-V divider (set to all fives) and buffer
amplifier is flat to within 0.005 percent through 50 Hz. The
measured nonlinearity of the K-V divider is 0.005 percent
for a dial setting of 0020000 (2-mV output), decreasing to
0.002 percent or less at 1000000 and above. The 1-V dc
reference is derived from a precision 10-V reference supply.

The ac (sinewave) reference is shown in Fig. 4. The
sinewave is generated by a 7-bit counter-ROM-DAC com-
bination so that 128 input pulses are required per sinewave
cycle. The necessary input frequencies are obtained using a
clock frequency of 6400 Hz and scaling it 5, 25, 50, 100, 250,
and 500 times using a series of counters. The amplifier is
designed to have an output of 1-V rms and sufficient filtering
to reduce the contribution of all harmonics generated by the
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digital-to-analog converter (DAC) to less than 20 ppm.
Capacitances C,, C,, --- are chosen so that capacitance x
frequency = a constant (to within 0.2 percent). Therefore,
attenuation of the fundamental and harmonic components
remains constant for all calibrator frequencies. Also, the
phase shifts of the harmonics are essentially the same for all
calibration frequencies. The circuit was designed to have a
small output amplitude sensitivity to a change in capaci-
tance or frequency and is approximately 27 ppm per percent
change.

The flatness (constancy) of the ac calibrator voltage with
frequency was determined by using the ac voltmeter (input
connected to the TC DIRECT terminals)to measure 1,2, 10,
and 50-Hz calibration voltages at the 5-V level. The voltage
indications for 1, 2, and 10 Hz fell within a 20 ppm range;

however, each reading had an uncertainty of 20 ppm because '

of lack of resolution. As described earlier, the change in the
ac/dcdifference of the voltmeter over this rangeis < 10 ppm.
Therefore, the worst case difference between the 1, 2, and
10-Hz calibration voltages is 70 ppm. The voltage indication
for 50 Hz was 40 ppm less than for 10 Hz, probably because
of the finite risetimes and small glitches between steps in the
DAC output. Since the range of measured amplitudes for 1,
2, and 10 Hz was less than 70 ppm, these factors evidently
have little effect on the calibrator output in this frequency
range. More important, there is no reason to believe that
these factors or any others have a more adverse effect from
0.1 to 1 Hz than in the 1-10 Hz range. Hence, it is unlikely
that the calibration voltages from 0.1 to 10 Hz fall outside a
70 ppm range. Since the ac/dc difference of the ac voltmeter
is too large to accurately compare the calibrator voltages
from 0.1 to 1 Hz, a special “viewing circuit” developed for
another project [12] was used to compare the peak-to-peak
values of the calibrator voltages from 0.1 to 10 Hz. The
measured values fell within a 38-ppm range, adding
confidence to the 70-ppm range assigned above. Basing
differences between the rms values of voltages on the
differences between the peak-to-peak values appears to be
valid since all necessary precautions were taken to insure
that the wave shape is the same for all frequencies. The
calibration voltage at 50 Hz is easily trimmed (by decreasing
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C, of Fig. 4 slightly) to be the same as at 10 Hz. Thus since
the ac calibrator voltage is essentially independent of fre-
quency, it is sufficient to calibrate it at only one frequency.

The ac calibrator is temperature compensated to within
+0.005 percent/°C, using a Sensistor in series with R9 of the
amplifier. For dc voltages, the calibrator temperature
coefficient is within +0.0025 percent/°C (average of both
polarities). Calibration and overall accuracy of the calibra-
tor will be discussed in a later section.

IV. VOLTMETER/CALIBRATOR DESCRIPTION

A. Operation

Fig. 5 is a functional block diagram of the ac
voltmeter/calibrator and Fig. 6 is a photograph of the
instrument showing the front panel controls and connectors.

When the FUNCTION switch is in the MEASURE
mode, the instrument functions as a voltmeter and measures
voltages applied to the AC IN terminals. The same is true in
the CAL-EXT position, except that now the input voltage is
also applied to the K-V divider; therefore, this voltage can
be multiplied by any factor up to 10 and outputed at the
CAL OUT terminals. This mode of operation permits wave
shapes and frequencies other than those provided in the
internal calibrator to be used as a reference. With
the FUNCTION switch set to either the CAL-INT AC or
CAL-INT DC positions, calibration voltages determined by
the K-V divider and associated RANGE switch appear at
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the CAL OUT terminals and are applied to the input of the
voltmeter. The calibration voltages are limited to +10-Vdc
or 7-V ac. Selection of the calibration frequency is by the
CAL FREQ switch. The dc calibrator is intended to be used
primarily as a means of calibrating the ac calibrator and is
very accurate at 1 V and larger. Offsets in the direct-coupled
amplifiers of the voltmeter and calibrator limit the smallest
dc voltage at which they can be used with good accuracy to
01V.

Measurement accuracy is determined by the accuracy of
the voltmeter when it is used to measure voltages directly.
However, measurement accuracy approaches the accuracy
of the ac calibrator when the voltmeter is used as a transfer
device (i.e., the voltmeter is used to compare the input
voltage with the calibrator voltage at the nearest
frequency—two measurements). For example, if the in-
dicated value E; of the input voltage is dialed into the
calibrator, yielding an indicated value E/, the correct value
of the input voltage is 2E; — E_.

The FILTER FREQ (H, M, L) switch selects appropriate
filtering for different frequency ranges and the PERIOD (1,
10) switch selects the integrating period. It is shown in
Appendix II-B2 that maximum filtering results in a response
time of about 37 s. With minimum filtering (including a 1-s
integration period), the response time is approximately 19s.
This response was thought to be acceptable for general use;
however as shown in Appendix II-C, it can be shortened by
modifying the converter circuit.

B. Calibration

Use of low-drift film resistors and other components
eliminates the need for frequent calibrations of the instru-
ment. However, the self-contained calibrator makes it a
simple matter to recalibrate the instrument any time the
accuracy is in question.

The dc calibrator serves as the basic voltage reference for
the instrument. It is calibrated against laboratory standards
at the 1- and 5-V levels of the 1- and 10-V ranges,
respectively.!! The average of both polarities is used. Since
the ac/dc difference of the MJTC (and the rms/dc converter)
is very small at 1 Hzand above (< 10 ppm), the ac voltmeter
(input connected to the TC DIRECT terminals) can be used
as a transfer voltmeter to compare ac and dc calibrator
voltages. Calibration of the ac calibrator is performed at 10
Hz, and consists of adjusting the ac reference so that the ac
and dc voltages are equal at the 5-V level. The ac calibrator is
then used for adjusting the gain and offset of the signal
conditioner and the gain ranges of the input amplifier.

C. Overload Protection

The input amplifier is given instantaneous protection
against peak voltages in excess of +16 V by diode-coupled
current sinks of 5-A capacity. Sustained overdrive blows a
fuse, disconnecting the amplifier. Applying calibrator volt-
ages to the thermal converter (via the TC DIRECT ter-
minals) cannot damage it. However, the voltmeter can be
used for high frequency measurements if driven at the TC

11 Trim adjustments facilitate calibration of all circuits.
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DIRECT input by an external wide band amplifier. For this
reason, the current sinks were also diode-coupled to point j
of Fig. 3. Sustained overdrive may damage or open resistor
R1 but will not damage the MJTC.

D. Performance Specifications

A brief list of the ac voltmeter/calibrator performance
specifications follows.

Input signal range: 2 mV to 10 V in 12 ranges (1-2-5
sequence)

Frequency range: 0.1-50 Hz

Accuracy, percent of reading (23 + 1°C): 0.1 percent for
0.5-50 Hz, 5mV-10 V; 0.2 percent for 0.1-50 Hz,2mV-10V

Response time (see footnote 7): Approximately 40 s for
0.1-0.5 Hz range, decreasing to 20 s for 2 Hz and above (see
Appendix II-C)

Temperature
percent/°C

Calibration voltages: 0 to 7-V ac and 0 to +10-V dc,
with 7 place resolution

Calibration frequencies: 50, 10, 2, 1, 0.5, 0.2, 0.1 Hz

Calibration accuracy (23 + 1°C): For dc voltages in
range of 1-10V, +0.005 percent (average of both polarities).
For ac voltages, +(0.02 percent + 0.4 uV)

Temperature coefficient of calibrator: For dc voltages,
+0.0025/°C (average of both polarities). For ac voltages,
+0.005 percent/°C

Transfer accuracy: Voltmeter accuracy is improved by
a factor of 4.

coefficient of voltmeter: +0.015

V. CONCLUSIONS

An rms DVM has been developed for measuring VLF’s
which represents an improvement of 4 to 5 times over
existing equipment with respect to response time and worst
case accuracy. Extensive circuit analysis (Appendix II)
facilitated the choice and design of the circuits employed.

A self-contained calibrator, providing both ac and dc
calibration voltages, is used for 1) calibration of the compan-
ion DVM, 2) calibration of other very low frequency
voltmeters, and 3) very-high accuracy measurements, using
the DVM as a transfer instrument. After initial calibration
against a laboratory standard, the dc calibrator serves as the
basic voltage standard for the instrument. The calibration of
the ac calibrator is based on three methods: a) the transfer of
the dc calibrator accuracy to the ac calibrator, using the
DVM as an ac/dc transfer instrument, b) theoretical con-
siderations, and c) peak-to-peak amplitude measurements.
Theory is developed in Appendix I which relates the ac/dc
difference of a TC to its lack of square-law response and the
measured output ripple. Using this theory, it is shown that
the ac/dc difference of the DVM is less than 10 ppm above 1
Hz but increases rapidly as the frequency is decreased.
Therefore, method a) is used from 1 Hz to 50 Hz and b)
below 1 Hz. Method c¢) is applicable to the entire frequency
range and is used as an independent check on the other two
methods.

The ac calibrator accuracy is 0.02 percent of dialed
voltage + 0.4 uV; DVM accuracy (percent of reading)is 0.1
percent above 0.5 Hz and 5 mV and 0.2 percent below these
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values. However, when the input voltage is measured by
comparison with a calibrator voltage of approximately the
same frequency (ac/ac transfer measurement), measurement
accuracy improves by a factor of about 4.

By upgrading or changing a few components, it appears
feasible to increase the ac calibrator accuracy to 50 ppm and
the accuracy of ac/ac transfer measurements to 0.01 percent
or better.

The DVM has a very-high input impedance (input im-
pedance of FET voltage follower) for all ranges except the
10-V range (for which it is 200 kQ). Therefore, it is a simple
matter to extend the DVM voltage range using an external,
single ratio, resistive voltage divider. Using a 1000/1 divider
extends the range to 5 kV and changes the displayed voltage
from millivolts to volts. Transfer measurements (ac/ac) are
made the same way as before; however, their accuracies are
derated by the uncertainty of the divider ratio.

APPENDIX I
THERMAL CONVERTER CHARACTERISTICS

The transfer characteristic of a TC can be represented by a
power series in I2

E=Y a,I" (A1)

on dc and ac for frequencies sufficiently high that tempera-
ture rise § does not vary during a cycle. If the frequency is so
low that e(t) follows [i(z)]> without significant delay or
attenuation, then

n=124,6,"

e=)Y a,i" (A2)

The temperature coefficients of electrical resistivity and
thermal conductivity, and the variation of the EMF versus 0
characteristic cause a, to be significant. The a¢ and higher
terms are usually smaller. Thus at VLF’s,

e~ ai* + ab'i* = ai*(1 + b'i?). (A.3)

For multijunction TC’s, b'i?> < 1. If i = \ /21 sin wt, (A.3)
becomes

b'1*
e=a(I* — I? cos 2wt) + 2

(3 — 4 cos 2wt + cos 4wt)

(A4)

The average value of e over one cycle of i (i.e., a period
T =2n/w)is

T 174
E,= % fo (aI2 + 3al;I_ + cosine terms)dt
3ab'1*
= a2 42901 (A.5)
2
With dc applied, E, = al? + ab'I*. Therefore, for the same I,
E,—E, abl*?2  bI
E, al*>+abl* ~ 2 (4.6)
The conventional ac-dc difference § is defined by
I,—1 1E,—E
o=-2_"4 which equals —= —4——4 A7
I; |e,=k. d 2 E Ia=1la (A7
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from which!?

5l= —212

J (A.8)

where 6, denotes the limiting low frequency ac/dc difference
caused by lack of square-law response.

The constant b’ can be evaluated from dc measurements.
Let a dcof rated value (I,) be applied to the TC. Its measured
output EMF E,, can be equated to

al?(1 + b'1?) = E,,. (A9)

Let the applied current be reduced to I ,2/\/5. Ifthe TE hasa
perfect square-law characteristic, the output voltage is now
E, /2. This is numerically equal to

12
“—2' (1+bI2)=E, (A.10)
The actual measured voltage, however, should be equated to
al? bI}\
~2~(1+ 3 ):Ed. (A.11)
Therefore, '3
’ 2(ES - Ed)
b ~ 7 (A.12)

When a low-frequency sinewave is applied to a TC, the
ratio m of peak ripple to average output EMF ranges
(approximately) from 1 at very low frequencies to zero at
high frequencies. Lack of square-law response has no effect
on the ac/dc difference  when m = 0 and a maximum effect
when m = 1. (Equation (A.8) represents the case of m = 1.)
The effect on 6 for the case 0 < m < 1 is considered next.

Equation (A.3) may be written as

’

e=ai’* +abi*=e, +— e2
a

(A.13)

where e; = ai2. If i = \/51 sin wt and 7 is the TE time
constant, it can be shown that

ey = al*(1 — m cos 2wt) (A.14)

where m = 1/,/1 + 4w’*. Substituting (A.14) into (A.13)
and following the same procedure as in (A.5) to (A.8) yields
b'm?

O 7]

I (A.15)

where J,, designates the low-frequency ac/dc difference (as a
function of m) caused by lack of square-law response.

APPENDIX 11

A. Transfer Characteristics of RMS/DC Converter
From Fig. 2

) ) = 0

= (A.16)

Cpe (

1213 These derivations were suggested by F. L. Hermach, NBS, in a
private communication.



266

and
eo(t) = ky/ef(2). (A.17)

Substituting (A.17) into (6) and then (5) and (6) into (A.16)

gives

Be2(t)  BkZe,(t)

1+tp 1+1p’

v2peslt) = (A.18)
where p = d/dt, B, and k are dimensional constants, t, is the
time constant for each thermal converter section, R is the
output resistance of the thermoelement, and t, = RC. Rear-
ranging (A.18)

SR L P
P Tlp 172 4 _171172

e2(t).

Let 2b = 1/1, and assume the system is critically damped,
ie, 1/413 = Bk?/t,1,. Then, if an input voltage e,t) =

2V, sin wt is applied at t = 0 and the initial conditions are
zero,'* the solution to (A.19) is

2
ef(t) = *

(A.19)

b3te™?

_ —bt
[1 (1 + bt)e +——————(b2 a0

b2(4a)2 _ bZ)e-bt 3 b2 cos
(% +40?)? b2 +40?

where = 2nf and ¢ = tan™! 4bw/(b*> — 4w?). All of the
transient terms except bt exp (— bt) can be omitted without
causing significant error in the calculated response time (see
footnote 7 for definition). Also, the phase angle is not
needed. Applying these simplifications to (A.20), substitut-
ing in (A.17) and using a binomial series approximation
yields!?

Qot + ¢)| (A20)

b4
eolt)= Vi [1 " 16067 + 40’
2

- 1 b
- ‘zlbte bt ——:4—(;7 Cos 2(Dt] (AZI)

T 2b?

The second term is the rms/dc conversion error caused by
ripple.

If Bk?/t, 1, < 1/413, the circuit of Fig. 2 is overdamped
and the solution to (A.19) contains transient terms in both
exp (—b+./b>—wd) and exp(—b— /b>—w}),
where w2 = Bk?/1,1,. If w, is less than about 0.95b, the
exp (—b—/b? — coo% )t terms have little effect on the re-
sponse time and can be omitted. Retaining only the largest
transient term as before, the solution to (A.19) for an input

e,(t) = /2 V; sin wt is
BN I LN et 1
7k 2./b% — 03(b — /b* — w})

wi cos 2wt
2co\/ 4b%* — 203 + 4w

2] (A.22)

14 For response time determinations, initial conditions can be con-
sidered zero if the input has been zero for at least 20 s.

15 This approximation is acceptable for the ranges of t and w applicable
to response time and rms/dc conversion error (or ripple) calculations,
respectively.
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Substituting (A.22) into (A.17) and approximating as
before,!®

_ 5
6402 (4b? — 2w} + 4w?)
_ wfexp [-(b* — /b* — wi)]
4./b% — 03(b — /b* — w})
B wg cos 2wt
4o, /4b? — 203 + 40|

eo(t) ad I/l 1

(A23)

B. Ripple Filtering and Response Time

1) LP Filtering: As mentioned in the text, filtering must
reduce the ripple in e, (t) by a factor of 136 at f = 0.1 Hz. The
tradeoffs between number of poles and response time will be
examined for LP filters whose poles are all real and equal.

If a unit voltage step is applied to an n-pole filter whose
transfer function is «"/(s + «), the transient term which
largely determines the response time for at > 10 is'’

(22 A

“, 24
=1 e (A.24)
The response time is obtained by equating this expression to
0.0005. The attenuation factor for this filter'® is

[(4w2 + a2)l/2]n .
o

Using (A.24) and (A.25), and adjusting a to hold the
attenuation factor constant at 136, the calculated response
times are 35, 30,27, 26, and 25 s fornequalto4,5,6,7,and 8,
respectively. Corresponding values for « are 0.385,0.51,0.62,
0.72, and 0.81.

The overall response time of the rms/dc converter plus
filter will be computed for the 4 and 5 pole filters. Using the
transient term in (A.21) as the forcing function, the response
of the 4 pole filter is

(A.25)

1 b at
2(s+b)? (s+a)

.

_bat [(b—a)’t’ — 6(b — «)?t? + 18(b — a)t — 24]e ™™
T 12 (b—a)

(A.26)

where b=0.5 and a = 0.385. For the 5-pole filter, the
response is

_ bo®

1 ~ -1 —at
Z 2(s+b)2(s+oc)5>—$ e

b } ()
2(s + )] 2(6)!

(A27)

16 This approximation is acceptable for the ranges of t and w applicable
to response time and rms/dc conversion error (or ripple) calculations,
respectively.

17 Symbol s is the Laplace transform variable.

18 Reciprocal of its transfer function. See footnote 10.
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where a = 0.51. The computed response times using the 4
and 5 pole filters are 38 and 34 s, respectively.

2) LP Filtering Plus Integration: A second approach to
the filtering requirement is to perform part of the filtering by
integration in the dc voltmeter. If the integration period is T,
perfect filtering of the ripple frequency (2f) occurs for input
frequencies of f = n/2T,, where n = 1, 2, 3, 4, ---. Minimum
filtering occurs for f = (n + 3)/27T; and, depending upon the
phase of the ripple relative to the start of the integration
period, approaches a minimum attenuation factor of 2nf T;.
If T; = 10 s, its minimum value is 7.85 at f = 0.125 Hz. (It is
convenient to use integration periods of 1 and 10 s in the dc
DVM.) Using (A.21), the peak ripple from the converter at
0.125 Hz is V;/21.74. Therefore, the attenuation factor
required for the LP filter is 2000/(7.85)(21.74) = 11.7.
According to (A.25), a 2 pole filter with o = 0.48 meets this
requirement. A good approximation to the overall response
time ¢, of the converter plus this filter results if we average
their time constants (b = 0.50, « = 0.48) and equate (A.24)
to 0.0005.

1 (0.49¢,)°
2 6

from which t, = 26 s. The factor of 4isintroduced by the SR
circuit. (See (A.21).)

The integrator can start integrating at some time t, prior
to t, without exceeding a residual transient value of 0.05
percent. Integrating the most significant transient in the
filter output over a 10-s period (starting at t = ¢, ), taking its
average and equating to 0.0005:

1

e~ 949 = 00005

(A.28)

t1+10 3
ey = 5 [ g ooms
ty
1 o e ™ 3 2 t1+10
T(tl)=—1—6-ﬁ 3 [(xt)® + 3(at)® + 6(at) + 6] .

(A.29)

Only the highest degree term for the lower integration limit
needs to be retained, yielding

1 ((th)3 —aty |
0w [ ¢ = 0.0005. (A.30)
Setting o equal to 0.49 and solving for ¢, gives 21.6s. There is
no simple method of synchronizing the integrator with ¢,. If
integration starts at t,, the ac voltmeter response time is
22 + T; = 32 s. If it starts before ¢,, two integration periods
are required and the response time approaches 42 seconds.
Therefore, the average response time is 37 s.

T(t,) ~

C. Improved Converter Response Time

For the upper decade or so of input frequencies, response
time is limited by the time constant 7, of the MJTC. This can
effectively be shortened by placing a resistance r in series
with capacitance C (Fig. 2). Equation (A.16) now becomes

t) — t
Cp e,(t) = ey(t) — e )

A3
1+rCp R (A31)
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Substituting (A.17) into (6) and then (5) and (6) into (A.31)

gives

Bei(t)  Bke(t)

l+7p) (1+71,p)
(A32)

Rearranging (A.32) and letting 7, = RC and 15 = rC,
1 Bk?t Bk?
2 - 3
[p + (1+ . )p+tltz]e,(t)

B
=—— (1 + t3p)e(¢).
T, U Tp)al) (A33)
Let 2b=(1/7,)(1 + [Bk*t3/1,]), 3= Bk?*/1,t, and
assume that b> = wj. Also, let ¢,(t) in (A.33) be a unit step.
Then, solving for e (t) and substituting into (A.17) yields!®

eo(t) ~ 1 — 3(1 + bt — b2z t)e™b. (A34)

If r3 =0 (e, r = 0), equation (A.33) reduces to (A.19). Let
e,(t) be aunit step and solve (A.19)for e /(t). Substituting this
result into (A.17) gives?°

eo(t) =1 —4(1 + bt)e ™. (A.35)

The circuits represented by (A.34) and (A.35) have re-
sponse times largely determined by the factor exp (—bt).
However, the bin (A.34)is (1 + Bk®t,/t,) times larger than
the b in (A.35). Therefore, adding a resistance r in series with
capacitance C (Fig. 3)shortens the response time by nearly a
factor of (1 + Bk*t;/1,).

Let e,(t) = /2 V; sin wt in (A.33). Solving for the steady-
state value-of e,(t) and substituting into (A.17) results in>!

CRpe,(t) = (1 + rCp) (

2
ey(t)ss >~ (1 - f— _Z cos Zwt) V; (A36)

6 2
where Z = b% /1 + 40?13 /(4w® + b*). This equation
shows that adding r moves the —3-dB point of the ripple
attenuation versus ripple frequency characteristic up by at
least a factor of (1 + Bk?t; /1,), and changes the slope of the
attenuation characteristic from —12 dB/octave to —6
dB/octave. (Compare (A.36) with (8).)
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VHF Loop Antenna Loss Measurements

KENNETH M. UGLOW, SENIOR MEMBER, IEEE

Abstract—The product of the loss ratios of two very small loop
antennas, oriented such that their axes coincide, is given approxi-
mately by

L1 L2 = A(IS)_Z(I + k2d2)—2(kd)6

where L, and L, are the dissipative power loss ratios of the loops, d is
the spacing between the loops, and k = 27/wavelength. A4 is the
insertion loss measured between the ports of the two loops including
their matching networks. The loops are assumed to be impedance-
matched to the generator and to the load, respectively.

A relationship is developed which takes into account the effects of
the receiving loop current on the transmitting loop mesh. This makes
possible measurements with more closely spaced loops than other-
wise, without incurring intolerable errors. The minimum useful
spacing depends on the loss ratios, being greater for more efficient
antennas. For small antennas with practical loss ratios, the measure-
ments can be made on the laboratory bench or in production test
without special antenna test facilities. A more nearly exact field
expression due to F. M. Greene is utilized for loops of appreciable
size.

I. INTRODUCTION

HEN USING loop antennas for signal reception at

very high frequencies where receiver noise limits
sensitivity, we strive to obtain the greatest available signal
power by minimizing the dissipative loss in the loop and its
impedance-matching network. Although the loop may be
intentionally mismatched to the receiver input for an opti-
mum noise figure, it is useful to be able to measure the
efficiency of the antenna when connected to amatched load.

Manuscript received November 21, 1977.
The author is an Independent Research Consultant, Box 2260, Sarasota,
FL 33578.

For small loops with practical losses, this measurement can
be made “on the bench” without an antenna range or special
facilities such as the “bear trap” described in [1].

There are attractions to making these measurements on
the bench. The distances used can be small (say less than a
foot at 150 MHz). If we use a reasonable receiver as the
detector, the field strengths needed are so low that we donot
annoy other services in the vicinity. The field strength drops
off so rapidly with distance that objects nearby (such as test
equipment, people, walls, etc.) may not create reflections
strong enough to be annoying. The potential advantages for
production testing are obvious.

The sensitivity of receivers with built-in loops can also be
measured on the bench. This is done using a transmitting
loop whose efficiency has been evaluated using the measure-
ment and calculation procedure described in this paper. The
magnetic field due to the transmitting loop in terms of signal
generator available power, loop efficiency, and distance
between transmitting and receiving loops is derived in
Appendix A. The receiver sensitivity in terms of electric field
strength (microvolts per meter) is readily obtained from the
magnetic field measurement.

The technique involves making insertion loss measure-
ments in the manner described by Yokoshima [2]. In our
approach, however, we take the view that the antennas have
been impedance matched to, say, a 50- or 75-Qsystem. Also,
instead of deriving Yokoshima’s “loop antenna factor” we
derive directly the product of the power loss ratios of the two
antennas. If the antennas are somewhat mismatched to the
system impedance, the losses measured include the mis-
match losses.

0018-9456/78/0900-0268%00.75 © 1978 IEEE
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II. DiscussioN

The analysis on which this method is based is a bit
lengthy. Since mathematical expositions frequently obscure
understanding, it may be well to point out the key physical
principles. The magnetic field strength of the transmitting
loop is proportional to the product of current and loop area.
The voltage induced in the receiving loop is proportional to
magnetic field strength and loop area. The ratio of receiving
loop voltage to transmitting loop current is the mutual
impedance between the loops, a complex function of dis-
tance between loops and the product of the loop areas. The
loop areas are then expressed in terms of the radiation
resistances of the loops.

The radiation resistances can be expressed in terms of
loop efficiencies and total equivalent resistance in the trans-
mitting and receiving circuit meshes. The product of the two
loop-loss ratios is then expressed in terms of mutual im-
pedance and mesh resistances. The insertion loss between
signal generator and detector is determined by these same
quantities, which are replaced by the insertion loss which is
measurable. We then find the product of the loop-loss ratios
in terms of measured insertion loss and a complex function
of distance (spacing between loops). Using efficiency or loss
in each of the loops, along with the radiation resistance
(related to the far field), we avoid needing to know transmit-
ting loop current or receiving loop voltage, which at VHF
require difficult measurements.

ITI. MEASUREMENT PROCEDURE

The procedure requires two or three loop antennas. If
only two are available, the results will give the product of the
loss ratios of the two antennas. If they can be assumed
identical, the loss due to each one will be the square-root of
the overall loss ratio (or one half the loss expressed in
decibels). If a third antenna is available, each of the other
two can be used with the third to determine the difference
between their decibel losses. Knowing the sum and the
difference of the decibel losses, we can solve for each
individually.

Fig. 1 is a schematic diagram of the measurement setup.
The planes of the two loops are parallel, and their axes
coincide. The solid lines show the connections for transmit-
ting by way of the loops. The broken line indicates a direct
connection between the generator and the detector. With the
direct connection, the the signal-generator attenuator is
adjusted to give a reference reading on the detector meter.
Connections are then made through the loop path, and the
attenuator is readjusted to achieve the reference meter
reading. The difference between the attenuator settings (in
decibels) is the insertion loss due to the matching networks,
loops, and transmission path. Measurements should be
made for various distances d between the centers of the
loops.

The power P, at the detector input is that value which
produces the reference level reading. The power P, at the
signal generator output is that required to produce the
reference level reading when transmitting through the loops.
In the following discussion, we will be speaking of available
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Fig. 1. Measurement setup.

powers and will assume that the detector impedance is
matched to the signal generator impedance, thereby skirting
a discussion of mismatch loss evaluation. When the detector
is matched to the generator, the loss ratios determined by
this procedure include mismatch losses at the interfaces
between the antenna ports and the generator/detector ports.

IV. CALCULATION PROCEDURE

Having made measurements of insertion loss between the
ports of two loops, we can calculate the product of their
losses L, L, with the following relationships:

L L, = k%/(1.5Fx)? 1)
where
k=2m/4 m! )
A = wavelength m
x = (1/4)"2, approximately (3)

A = measured insertion loss (power ratio) less than unity.

The exact definition of x is

x= —2cosa+[(1/4) — 4 sin? a]'/2. (3a)
The angle a is given by
a=(n/2)—kd + tan"' kd  rad. 4)

The factor F describes the variation of axial magnetic field
with distance along the loop axis. For loops small compared
to the wavelength and compared to the spacing between
loops

F = (1 + k*d*)"?/d?, approximately (%)

where d is the distance between loops in the same units as the
wavelength. For circular loops, F. M. Greene [3] has
developed a more exact field expression, including averaging
of the field over the area of the receiving loop, from which

_ 15 (ryrp\* 315 (ryr\*
F‘(”?(”ﬁ) +a(“ﬁ *

(1 +k*D?)"2/D*  (5a)
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where

D= (d*+r}+r3)"* m (6)

r, is the radius of one loop and r, is the radius of the other
loop. Greene states that (5a) is correct to within 0.2 percent,
provided r, r,/D? is 1/16 or less and kD is less than unity.

Fig. 2 shows the nature of the relationship between
insertion loss and loss product for various loop spacings. It
does not include the effect of nonzero loop size, and
therefore is very inaccurate at small spacings. The minimum
insertion loss, based on the derivation in Appendix A,is —6
dB, regardless of the loss ratio. This corresponds to unity
coupling between the loops.

The working equations are derived in Appendix A.
Appendix B presents plots of the effects of approximations
(3) and (5) in order to be able to judge when these simpler
working equations suffice for the needs at hand. The plots
also permit correction for the use of (3) and (5).

V. MEASUREMENT RESULTS

We have very little experimental data to back up our
analysis, and are unaware of others who have taken this
approach. In 1974, the author constructed two 1.125-in
square loops in order to test some of the ideas contained in
this paper. At that time, there was no procedure for taking
into account the mutual impedance effects, his development
being based on field theory. The data from these tests were
recently analyzed to find the loss product for the two loop
antennas including their matching networks. The frequency
used was 156.425 MHz. No special design was used to
minimize the losses. The results are plotted in Fig. 3 for two
series of measurements.

There is some recollection of erratic behavior at the
closest loop spacing, but this was not discussed in the
laboratory notes. In the first series, the point at 4-in spacing
is about 5 dB away from the rest of the group. In the second
series, this point is consistent with the rest of the group. We
have since discovered that a narrow-band receiver used as
the detector could cause undetected errors due to signal
generator mistuning, but this does not rule out the possibil-
ity of some other unrecognized physical effect.

The setups for the two series were different in several
respects. The first series was made on the laboratory bench
with several items of equipment within a foot or so of the

antennas. The detector had unknown input impedance, and
also had the possibility of multivalued input-output trans-
fer. The signal generator had 2-dB dial increments, and was
read to 0.5 dB. In the second series, the detector was a
wide-band receiver with input padding. A second receiver
monitored the frequency to detect interference. The attenua-
tor was read to 0.2 dB. The clearance between antennas and
adjacent structures (except for the antenna supports) was
three feet or greater.

For the first series, the mean value of L, L, is —44.66 dB,
with a sample standard deviation of 0.25 dB, discarding the
wild point at 4-in spacing. For the second series, the mean s
—44.77 dB; the sample standard deviation is 0.23 dB.
Considering the limitations of the author’s laboratory, this
consistency is gratifying, and appears to validate the circuit
analysis. Validation is still needed, however, for low-loss
antennas where the radiation resistance is a substantial
portion of the mesh resistance.

VI. MEASUREMENT SENSITIVITY

When the measured insertion loss, in decibels, is more
negative than, say, —20 dB, the calculated loss product is
approximately proportional to the numerical insertion loss
A. Under such conditions, 1-dB error in measuring insertion
loss results in about 1-dB error in the calculated loss product
L, L,. As we bring the loops closer than the spacing which
produces —20-dB insertion loss, the loss product error
becomes more sensitive to insertion loss error. We have
derived the partial derivative of the log loss product with
respect to the log insertion loss, which we call G. For small
errors, the decibel error in loss product is G times the decibel
error in insertion loss. The results, obtained with numerical
differentiation, are plotted in Fig. 4.

G is a function of the insertion loss 4 and the quantity x
defined earlier, which in turn depends on the phase angle of
the mutal impedance and hence distance in wavelengths.
Distance in wavelengths is the parameter for the curves of G
versus insertion loss. If the insertion loss is more negative
than — 9 dB for the spacings of less than 0.1 wavelength, the
error ratio G will be less than about 2, which should be
tolerable. When these conditions are obtained, the loss
product is more negative than —20 dB. For a pair of
antennas as used in pocket receivers, we might expect loss
products between —30 and —50 dB.
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Fig. 4. Sensitivity to insertion loss errors.

If we were to obtain efficiencies giving — 10-dB loss
product, for example, we would expect about —12-dB
insertion loss for D equal to 0.2 wavelengths which give a
tolerable value of G. On the other hand, measurements for a
wide range of spacings larger than 0.2 wavelength will
require more care than in the lossy case above, with respect
to disturbances from equipment and structures in the vicin-
ity of the antennas. If the spacing is reduced to, say, 0.1
wavelength, we would expect the insertion loss to flatten out
below 0.15 wavelengths, resulting in large values of G.

The derivation of G does not depend on the form of the
factor F, which depends on loop size. It does, however,
depend on the phase angle, which we know accurately for
only negligibly small loops. Therefore, this discussion
should be viewed as somewhat qualitative, to provide
cautions. The actual sensitivity in a given situation can be
determined by calculating the loss product for the observed
value of insertion loss and again for that value plus an
increment representing possible measurement error. The
same may be done for uncertainties in the spacing d,
particularly where multiturn loops are used which have
appreciable thickness in the axial direction.

APPENDIX

A. Derivations

Slater [4, p. 233] gives us the radial magnetic field of a
small loop, in complex form. Taking into account the phase
shift with respect to distance, we find the complex field H
along the loop axis

H=(I,A,2n)FLb  (complex) rms A/m  (7)
where
I, rms current in loop (complex) A

A, transmitting loop area  m?

F =(1+kd*)"/d? m~ 3 (8)
d  distance along loop axis m

k  =2mn/A 9)
A wavelength m
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b = —kd+tan"'kd  rad. (10)

For circular loops of appreciable size, Greene [3] has
developed a field expression which includes the average of
the magnetic field over the area of the receiving loop. Based
on his work, a more nearly exact expression for F is

_ 15 r1r2)2 315 rlrz)4
F—[1+8(D2 +g*4“ D2 +

- (1 + k2D2)12/D  (11)

where
D=(d*+ri+r3)'?m (12)
r, is the radius of one loop, r, the radius of the other. We do

not have an exact value of phase angle b for this case.
The voltage induced in the receiving loop V, is given by

V. =2nf(uH)A, L. 7/2 (complex) rms V (13)
S radio frequency Hz

u  permeability of vacuum, 47 - 10~7 H/m

A, receiving loop area m?2.

The phase angle n/2 and the factor 2nf are due to the
voltage’s being proportional to the time derivative of the
flux.

Slater [4, p. 234] gives us the radiation resistance of the
small loops from which we derive

Ay = (6nR,,)V3(A2n)*(w/e)V* m? (14)
R,; radiation resistance of transmitting loop, ohms
g permittivity of vacuum, 8.854 - 10~ 12 F/m.
Similarly
Ay = (6nR,;)"2(A/2m) (u/e)'* m? (15)
R,, radiation resistance of receiving loop.

The complex mutual impedance Z,, from (7) and (13) is
given by

Z,=V,/l,=fud,A,FLa (complex) ohms (16)

a=b+n/2=(n/2) — kd + tan~! kd rad. (17)
Substituting the expressions for 4, and A4, from (14) and
(15) and noting that fA = (ue)~V/?, the speed of light in
vacuum

Z,=3(R, R,;)"*(1/k)*F La. (18)

Fig. 5 is a simplified equivalent circuit representing the
two loops inserted between the signal generator and the
load. The load resistance R, equals the signal generator
resistance R,. R, is the radiation resistance and R, is
the loss resistance of the transmitting loop, transformed to
the port connected to the signal generator. The net circuit
reactance is made zero in matching the generator. Similar
definitions and conditions apply to the receiving loop, for
which the subscript 2 is used. For matched conditions

R.=R;=(R,; + Ryy)= (R, + Ryz) =R/2 (19)

where R is defined as the total resistance in each mesh.



272

’?.9 Rets Rrs re a2 A
7 A z ™\
@ z, ” I,

Fig. 5. Equivalent circuit for loop transmission.

The efficiency of each loop is defined as a power loss ratio.
For the transmitting loop, the ratio L, is

L, =R,;/(R,; + R4;) =2R,;/R (20)
and for the receiving loop
L, =R,;/(R;2 + Ry2) = 2R, /R. (21)

We can now replace the radiation resistances (unknowns)in
the expression (18) for Z,, by the following:

R, R,,=L, L2R2/4 (22)
Z,, = (3/2)R(L, L,)"*(1/k)*F La. (23)

For convenience, we define a scalar ratio x as follows:

x = |R/Z,| = /3)(LyLy)"V?k3/F (24)
from which we obtain (1):
Ll L2 = k6/(1.5Fx)—2. (25)

We now proceed to find x as a function of the measured
insertion loss, again using the equivalent circuit of Fig. 2,
from which

I,/V,= (2R + R¥/Z,)""
=R '2+xL—a)’

(26)
(27)

Next, we derive the insertion loss. The signal generator
available power P, is given by

(complex).

P, = |V,|*/AR,= |V,|*/2R  (scalar). (28)
The power P, delivered to the load is given by
P, = |I,|*R, = |I,|’R/2 (scalar). (29)
The insertion loss A is the ratio of these powers
A= P,/Py= |1,/V,|’R? (scalar)
=|2+xL—al?=|2La+x|?
=[(2 cos a + x)* + (2 sin a)?]" 1. (30)
This is a quadratic in x, one of whose solutions is
x=—2cosa+ (A" — 4sin? a)'? (31)

which is the working equation (3a). A is the measured
insertion power loss ratio and a is the phase angle of the
mutual impedance given by (17), a function of the loop
spacing in wavelengths.
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Although we have stated previously that the measured
efficiency includes impedance-mismatch losses, we did not
include mismatch in the simple equivalent circuit. When Z,,
is very small compared to the circuit resistances, the effect of
mismatch will be as stated. We have not proven, however,
that this is valid for all loop spacings and efficiencies.
Calculation of L, L, for a wide range of spacing (say from
d = 0.05 to d = 0.25) should detect possible errors due to
this and other effects, because L, L, is independent of d.

We can find the axial magnetic field of the transmitting
loop knowing the signal generator available power and the
loop efficiency. The power radiated by the loop P,:

P,= |I,|’R,; =P, L, W
R, = (k*/6m)(u/e)" 2 AT = 19.986k* A

(32)
(33)

From (32) and (33), we obtain the rms magnetic moment:

ohms.

|1,|A; = (P,L,/20)"*(1/k)? (scalar). (34)
Substituting in (7) gives
|H| = (P,L,/20)"*(1/k)*F/2n rms A/m.  (35)

B. Approximations

Substituting (3) and (5) in (1) gives the following simple
form for calculating the loss product from measured values
of d and A4:

L,L, = A(1/15)(kd)*/(1 + k*d?). (36)

This ignores the nonzero loop size and the first term in
parentheses in (27).

The effect of ignoring loop radius is plotted in Fig. 6 for
two loops of equal radius. The factor C in decibels is to be
added to L, L, in decibels when L, L, is calculated from (36).
Ly L, (in decibels) is negative. C is positive, therefore,
including Greene’s relationship gives a more favorable value
for L, L,.

The second approximation we refer to as the mutual
impedance correction. Equation (36) can be derived from
field theory alone without considering the reaction of I, on
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the transmitting loop mesh, and therefore may need correc-
tion. The needed correction in decibels is plotted in Fig. 7. It
is positive over the range plotted, but is not so for all
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spacings because it depends on the phase angle of Z,. A
positive decibel value for the correction B indicates a more
favorable (less negative decibel) value for L, L, than that
given by (36).

Note that the mutual impedance phase angle was derived
on the basis of negligibly small loop size. We do not have the
effect on phase angle due to nonzero size but believe it to be
small.
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Bandpass Filter Comparator for Confirming the
Absence of Serious Internal Voids
in Wood Poles

A. DOUGLAS SHAW

Abstract—Structural timber is frequently exposed to weather and
is thus subject to decay and consequential strength loss which
eventually requires the replacement of the affected member. When
decay is internal, destructive investigation is the only direct way of
detecting it. This is obviously undesirable and a frequently used
alternative is to tap each member with a hammer. A conclusion is
reached by listening to the sound emitted. Because this sound is
composed of many different frequencies which vary in magnitude and
spectrum from one member to another, the result of the test is
uncertain. Research has revealed that a definite sonic frequency range
exists for a class of members such as poles used for electricity
distribution purposes. Part of this range is common to all members
regardless of condition, but there is another part which is greatly
affected by the presence of hollowness or decay. A double bandpass
filter arrangement has been constructed to register the presence and

Manuscript received January 24, 1978; revised May 17, 1978.
The author is with the Retail Supply Branch, Hydro-Electric Commis-
sion of Tasmania, Tasmania, Australia.

magnitude of frequencies relating to hollowness or decay and to
measure this magnitude against the magnitude of frequencies always
present. The member under test is excited by a series of blows of equal
force and a ratio established between the signals from each filter, the
A low ratio indicates a solid section. A high ratio indicates that the
section may be hollow or decayed.

I. INTRODUCTION

HE CRUDE but time-honored method of declaring

electricity distribution and communication poles safe,
whereby the inspector strikes the pole with a hammer and
listens to the note emitted, was the point at which investiga-
tions commenced. One must not be too critical of this old
method as it has served the industry well since its inception.
It can however, be seen as being somewhat wasteful and
occasionally risky because the region of doubt is rather
large, and intuition on the part of the inspector seems to play
a role in determination of pole condition.

0018-9456/78/0900-0273%00.75 © 1978 IEEE
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Fig. 1.

Oscillographs of pole cross sections.

Fig. 2. Cross section of decayed pole from which the oscillographs of
Fig. 1 were obtained.

II. BASIC INVESTIGATIONS

The species of poles investigated were Eucalyptus Glob-
ulus and Eucalyptus Obliqua and the aim of preliminary
investigations was to examine the aural differences by which
the inspector reaches his decisions. It was soon apparent, by
using oscilloscope methods, that sound poles did produce
traces which were usually different from those generated
when significant hollows or regions of decay were present.
Fig. 1 is a typical example, the upper trace relating to the
good part of a pole and the lower trace relating to a seriously
decayed portion of the same pole which is shown in Fig. 2.

It will be seen from Fig. 1 that there is a large amplitude
frequency around 350 Hz present in the lower trace and also
a suggestion of the same frequency in the upper trace.

An accelerometer and a tunable bandpass filter with
meter and memory, and having a range from 20 to 2000 Hz,
were used for detailed examination of the signals from good
and deteriorated poles. There appeared to be no clear
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relationship between pole condition and graphical features
above 400 Hz. However, below 400 Hz, amplitudes of
various frequencies were seen to be related to pole condition
in a fairly regular manner. When the carpenter’s hammer
was replaced with an electromagnetic hammer delivering a
continuous stream of precisely controlled blows, the situa-
tion clarified further. The results are shown in Fig. 3 where
graphs for all sound poles are found to be contained within
the envelope ABC.

These results suggest that the response to frequencies up
to about 140 Hz is similar in all poles regardless of defects,
whereas beyond this and increasingly up to 350 Hz, there are
marked amplitude changes which correspond to good poles
and deteriorated ones. The results were independent of the
zone of test, provided that sampling did not occur lower
than 100 mm above the ground line, the proximity of which
appeared to have a damping effect at higher frequencies. In
addition, the results lost consistency if the position of the
hammer relative to the listening point departed too far from
a diameter or too far from a right angle measured axially
along the pole.

III. ProTOTYPE FOR FIELD USE

The consistency of results justified an extended investiga-
tion to test their validity over a larger sample of poles.
Accordingly, a simple double bandpass filter comparator of
active filters was constructed, one filter to operate at 100 Hz
and one to operate at 350 Hz. 100 Hz was selected for the
frequency of the lower filter because, according to Fig. 3, it
was still low enough to produce wide differences between the
amplitude of frequencies in the region of 400 Hz and yet
contained a consistently low variation of amplitude for all
specimens regardless of class. 350 Hz was selected for the
higher filter as this was well clear of the region where
random results commenced above 400 Hz, yet produced
high amplitudes when compared with those at 100 Hz.

The drive device was a simple squarewave multivibrator
amplifier which supplied an electromagnetic hammer at-
tached solidly to the pole by a 75-mm nail and operated at 40
Hz. The frequency of operation of the amplifier was selected
so that there would be no interference between this
frequency and the filter frequencies in regard to the possible
effects of harmonics on the shape of the curves as defined in
Fig. 3. The signal was detected by a piezoelectric transducer
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TABLE 1
RATIO BELOW 1:8 RATIO ABOVE 1:8
DISTRICT
POLE SECTIONS POLE SECTIONS POLE SECTIONS | POLE SECTIONS
GOOD BAD GOOD

Burnie 113 0 0 0
Devonport 360 0 119 34
George Town 210 0 9 1
Hobart 1 266 0 15 8
Longford 310 0 212 45
Sorell 70 0 0 0
TOTAL 2 329 0 355 88

attached to the pole in similar fashion to the transmitter,
both devices being on opposite ends of the same diameter
through the pole. The signal was switched in turn to the 100-
and 350-Hz filters and thence to a metering arrangement.

In all, 250 poles were examined and the data obtained
yielded the result that a ratio less than 1:8 between the
relative amplitudes of the 100- and 350-Hz parts of the signal
always denoted a structurally safe pole, while ratios greater
than 1:8 occasionally denoted a structurally unsound pole.

1V. FULL-SCALE INVESTIGATION

Using the parameter of the 1:8 ratio as the criterion for
detecting a good pole, and a “Q” factor of 12 for the filters,
three more instruments were constructed for in-depth
investigation.

The 100-Hz filter circuit was given a gain of 8 which,
for fixed input to the filters, had the effect of leaving the
meter needle stationary at a selected datum point on the
meter scale when switching from low to high filter at this
ratio. This device made it simple for pole inspectors to
interpret the result after a test, the needle being on the left of
the datum below the critical ratio and to its right if above it.

During the 250-pole investigation, it had been necessary
to check at 90° through two diameters of the plane of each
test position. This requirement became apparent as it was
noticed occasionally if only a single check was made that the
eccentricity of an internal void, whether caused by shakes or
decay, affected the meter reading. This variability was
revealed as a low reading when a higher one would have
been more probable, having regard to the shape and extent
of the void as revealed by careful auger assessment.

To account for this in the extended trials, inspectors were
instructed to make two checks at right angles, and the higher
value of the two was taken as the result and recorded. Each
pole section was then carefully augered to determine its
actual condition as in the previous trials.

In all, 1386 poles were inspected at random throughout
Tasmania, each pole being examined at 750 and 125 mm
above ground, thus giving tests for 2772 pole sections. The
results of the survey are contained in Table I. The following
consolidated figures are derived from this table.

1) Total pole sections tested: 2772.

2) Pole sections having a ratio less than 1:8 (the auger
test showed that all of these sections were good): 2329, being
84 percent of the total.

POLE SCAN MODE
KIXED FREQUENCY 40 HZ .

RESOTEST ATOOE
VARIABLE FREQUENCY 35-/ISHZ.

i '
100 HZ
POLE POLE SCAN MODE
£LeCTRO-
magneric || - TRANSOUCER 350Mz
HAMMER Tlenren
N Res0OTES T MODE

Fig. 4. Schematic arrangement of modified Resotest components.

3) Pole sections having a ratio greater than 1:8: 443,
being 16 percent of the total.

4) Auger tests on these 443 sections showed:

a) Good sections: 355, being 80 percent of the high ratio
group.

b) Bad sections: 88, being 20 percent of the high ratio
group.

During these extended trials, it was determined also that
test results were unaffected by various types of pole top
arrangement, the class of pole, whether treated or not, or the
position of testing on the pole up to aman’s height above the
ground, except that close proximity to the ground line
should be avoided as previously mentioned. It was found
important, however, to temporarily remove attachments
such as guards and covers in the region of the test.

V. IMPLICATIONS FOR USERS OF OVERHEAD POWER AND
COMMUNICATIONS DISTRIBUTION SYSTEMS

The foregoing facts as revealed by basicinvestigations and
field trials may be utilized to screen poles quickly and isolate
those which may possess defects from those where defects
are not present or are insignificant. Usually, most poles
would pass the test and leave a small percentage of poles to
be examined further by other means. The virtue of such a
screening system rests on the fact that, in any properly
maintained distribution network, most poles are in good
condition at any one time and it therefore has practical
value, particularly if utmost simplicity of method can be
achieved.

VI. INTEGRATION OF A DOUBLE BANDPASS FILTER
COMPARATOR WITH AN INSTRUMENTAL (RESOTEST)
DEecAY DETECTION SYSTEM

The author has been involved for many years in the
general problems created by decay in wood poles and has
been responsible for development of an instrument
(Resotest) [1] for establishing the existence of structurally
serious internal defects. This system has been operating in
Tasmania for several years.

In effect, all that was necessary to combine the two
functions of positive identification of poles with and without
serious internal defects was to add two filters to the existing
Resotest circuitry with appropriate additions to switching,
and perform some minor circuit modifications.

Fig. 4 is the modified schematic arrangement of the
Resotest instrument to enable incorporation of the neces-
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sary filters. This, of course, was a mere convenience as both
systems are intimately related and could be applied directly
by pole inspectors during their routine duties.

As pole inspectors are relatively few and their duties do
not frequently impinge directly on the day-to-day activities
of linesmen, whose main concern is that the poles on which
they work are secure, the filter comparator (which has been
named Polescan) stands on its own. Such a separate instru-
ment could be much simpler in its construction and there-
fore cheaper. Efforts are now being directed towards
instruments of this type which should be cheap enough for
distributing to linesmen in liberal quantities.

VII. PERFORMANCE OF THE INTEGRATED
RESOTEST/POLESCAN SYSTEM

In summary, the statistics produced from Table I are the
following.

1) Over a very large sample of power distribution poles,
Polescan classified 84 percent as good poles.

2) Of the poles rejected by Polescan, additional testing by
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the more sophisticated Resotest system would separate the
good poles (80 percent) from the bad poles (20 percent).

3) The time for examination of a single cross section by
Polescan was 3-5 min.

The combined Resotest/Polescan system has been in
general use as a standard system for only six months using
twenty instruments throughout Tasmania. There have been
no difficulties and the system appears to be achieving the
results which it promised.
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A New Way in the Development of Electronic
Electrometers with a Varicap-Diode Modulator

HARI HERSCOVICI

Abstract—In this paper, the theoretical studies and adopted
technical solutions relative to an electronic electrometer with a
varicap-diode modulator are described. The electrometer has an
input resistance of 10'* Q at 1-V input. The use of this electrometer
technique and the performance limitations which may be obtained
are analyzed. In order to overcome the usual input resistance of the
varicap-diode modulator, reverse polarization of the bridge diodes is
used. This provides an increase in input modulator resistance of about
15 times.

I. INTRODUCTION

ECHNICAL DEVELOPMENT has set for the techni-
cian’s use (in 1960) the measurement device called a
varicap diode or varactor. This realization had a favorable
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acceptance and a large and quick spread because of the small
price, the circuit’s simplicity, and the high performance. The
varicap diode appeared at the time of strong progress in
bipolar transistors and devices with small input resistance.

The varicap diode based upon the p-n junction capaci-
tance variation of the silicon diode, under a direct voltage
applied on the junction terminals, is used in amplifier
circuits similar to the vibrating capacitor, but the varicap-
diode modulator is supplied with relatively high frequency
alternating voltage (1-50 kHz) and this allows the design of
very stable and reliable amplifiers [1]-[8]. The development
of this varicap-diode amplifier in the hybrid integrated
circuit technique allowed the development of some high
performance products.

In the past years, the electrical measurement field has been
enriched with some other devices such as unipolar tran-
sistors with junction or, and especially, with the insulated
gate. These devices are also developed in hybrid integrated
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TABLE I TABLE 11
t FET MOS-FET VARICAP
Parane eI-r \F V] [ Parameter Vibra- Electro-
Common mode input typ. 10°° a 10"~ q protected 0" e Input FET MOS-FET VARICAP ting meter
n .
resistance max. 1014 106 o unprotected device Egaac" tube
------------------------------------------------------ o Input :
. fair 1 1
Input capacitance 1...5 pF 15 pF 2...3 pF impedance arge arge \1/2%9 large
Temperature drift of  typ. 10 uV/°C 200 /% typ. 10 wV/°C Zﬂé???ty good poor good excellent  poor
the input offset min. 1 uv/°C LTI B et
0 0 Current
voltage max. 30 uV/ C max. 30 uV/'C stability poor excellent  good excellent  good
Bias current typ. 5...30 pA 0.002 pA protected 0.01 pA . .
E;ﬁg&?zgﬁ wide wide narrow narrow wide
opt. 0.1...0.5 pA  0.001 pA unprotected
exc. 0.01 pA Overload PN
__________________________________________________________________________________ protection easy difficult easy easy easy
Temperature drift of  typ. 0.02 pA/°C 0.0002 pA/°C protected 0.001 pA/OC T T T T T T T e
0 0 Common mode g4 ood Tent Tent
the bias current min. 9.001 pA/°C  0.0001 pA/°C rejection 9 g excel jen excellen poor
unprotected e
max. 3 pA/°C Microphonics
__________________________________________ stabi‘]Jity good good good good poor'
Voltage noise typ. 3...70 uV 100wV 1107825
9 P " ¥ * Warm-up fast fast fast fast slow
exc. 0.125 uV
max 20 uV Size small small small large large
Current noise 10713 A 10715 1071° A Price medium  medium medi um high medium

circuit techniques and the electrometrical performances
obtained were very high.

Electrometrical integrated circuits in hybrid techniques
now represent the industrial products with the highest
known performances. Study of these products allows us to
establish a correct idea about the level of performance as to
the inherent limitation of each technique. Only the products
with common-mode input resistance over 10'2 Q are
retained in this study. Also, we have analyzed only the most
important performances that describe the electrometric
amplifier qualities [9]-[14].

Examining the performances of these products, we may
construct Table I. In the same manner, we may compare the
semiconductor device electrometers against the “classic”
ones with vibrating capacitor or electrometric tube [13]. We
make this analysisin Table II, at the same time extending the
study to larger and different performances.

It is very interesting to find among the semiconductor
electrometers that, although with MOS-FET realized re-
markable points relative to the input resistance and the bias
current, the only products which have all optimal perfor-
mances are those with a varicap diode modulator. Especially
for industrial applications, the varicap diode modulator
electrometer remains the most satisfactory instrument at the
actual technical level. This instrument is also superior to the
vibrating capacitor relative to the size and especially to
the price.

II. VArRicAP DIODE MODULATOR LIMITATIONS

The main varicap diode electrometer limitation consists
of the maximal 10'*-Q input resistance value (Table I)
limitation due to internal diode resistance, and internal
diode resistance decreasing because of the use of modulators
with alternating voltage supply. The diode internal resist-

ance is a consequence of its voltage-current characteristic.
This characteristic is determined, in the small applied
voltage area, by the carrier generation-recombination phe-
nomenon in the junction passing and surface regions.

Studies of this phenomenon show that the alloyed silicon
diode equation may be written [16], [18] as

qU,
I=odg(exp _— —1) (1)
where
1 the junction current,
U, the junction direct applied voltage,
g/kT the diode thermic voltage (25 mV at 17°C),
m a diode characteristic coefficient,
I, the generation-recombination current in the pas-
sing region,

o a coefficient which describes the junction surface

phenomenon and the metallurgical deviations
from the nominal junction area.

Studies and measurements on a great number of alloyed
silicon diodes with abrupt junctions (DZ 308) show that for
a great number of diodes we may consider

m=16--2
1,=4.8,107'1 A
«a=0.5---6.

The diode resistances, both static R;; and dynamic R,
become comparable for very small applied voltages U, < 5
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mV and thus represent an internal resistance characteristic
element

25m
o @
The R,, value results between 1.4 x 10 and 2 x 10'2Q,
which is a variation of about an order of magnitude for the
same diode type.
For a higher applied voltage value U,,

(U./25m)

Riso = Rido = Rio =

® “ exp (U,/25m) — 1 )
and
U
R,=R. ___8
id io exp( 25m) (4)

the diode resistance has decreases strongly compared to the
origin value; for example, for U, = 60 mV, there results
R, = 04R;, and R;; = 0.2R,,.

The second diode resistance limitation is due to the
modulator alternating voltage regime in which, because of
the diode nonlinear characteristic, an autopolarization cur-
rent is produced with the effect of changing the diode
operating point towards the diode direct current region,
thus decreasing the internal resistance. In this region, the
diode internal resistance decreased also because we must
consider the dynamic resistance which, in the direct current
domain, is smaller than the static one by about an order of
magnitude.

We have shown [17], [18] that the ratio of the combined
regime diode resistance to the direct current regime resis-
tance, at the same applied voltage U,, is

Ri, _ exp (—(U,/25m) exp (U,/25m)—1
N (V/50m)** (U,/25m)
(K1)?

= ,. 5)

is 1 + Z

k=1

which, for diodes with m = 1.6, may produce (at the same

voltage U,= 60 mV) the value R;,=03R;;= 0.12R,;, =

1.7 x 101 --- 2.5 x 10'! Q (obviously for smaller voltages
of U,, the input resistance will be larger).

The varicap diode bridge modulator resistance, being half
of each diode resistance, there results, theoretically, an input
resistance of the order of minimum 10'° Q and maximum
101 Q.

The input resistance increase is usually obtained with
series negative feedback amplifiers. With this circuit, it is
possible to increase the input resistance by about 10>-10°
times, the last value being possible practically using in-
tegrated circuit operational amplifiers.

A second method consists of the introduction of an initial
adjustable polarization, which will compensate for the diode
autopolarization voltage [4], reseting the operating point to
the origin.

The third method for increasing the varactor electrometer
input resistance—in our opinion, more efficient—consists of
the introduction of a reverse polarization on the bridge
modulator diodes.
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Diode voltage autopolarization as a function of the applied direct
and alternative voltage.

Fig. 1.

It is shown [17] that the ratio of the dynamic resistance of
a polarized diode to the same diode resistance in the usual
combined regime, or in the regime with autopolarization
voltage compensation, is

Ztid m—Up

R. °P " 25m (©)
respectively,

R, = exp (—m) (7)

where U, is the autopolarization voltage due to the average
rectified current (Fig. 1).

At convenable reverse polarization, U,, = 0, relations (6)
and (7) show a diode resistance increasing by more than an
order of magnitude.

It results also in the input resistance limits of the varicap
diode electrometer being found between R; = 10'* Q and
R, =10 Q.

Diode reverse polarization in the modulator bridge has
practical construction difficulties with negative con-
sequences on the circuit function (stray capacitances due to
the large size of the polarization source, insufficient stability
of that source, etc.). These difficulties may be overcome by
the use of an integrated voltage regulator as a polarization
source. This solution assures both a high performance
stability and a miniature size.

III. ELECTROMETER WITH REVERSE-POLARIZED
VARICAP DIODE MODULATOR

In Fig. 2 is shown the principal diagram of an electronic
electrometer developed on this principle by the author.

It may be seen that the modulation-demodulation
amplifier is composed of the characteristic elements of such
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Fig. 2. Principal diagram of the reverse-polarized diode modulator electronic electrometer.

an amplifier, its output being closed on a total negative
feedback circuit.

The varicap diode modulator is first characterized by the
reverse polarization of the diodes. In two of the bridge arms,
the varicap diodes are connected together with the trimmer
capacitors for bridge equalization. In the other two arms,
there are the symmetrical windings of the transformer
secondary, series with the resistances R; and R, of strictly
equal value, to which is applied the polarization voltage
2U,,

The polarization voltage is supplied by an integrated
regulated voltage model SFC 2105 and applied to the R, and
R, resistance terminals through a voltage-divider circuit, in
order to obtain

U,= —-160 mV.

The supply voltage of the regulator is obtained by
rectification from the modulator alternating source. This
modulator alternating voltage source is defined by

V =100 mV
f=10 kHz.

From the same source, by a power stage, we obtain also
the —12 V for the integrated circuit supply. The alternative
voltage amplifier has the following characteristics. The first
amplifier stage is realized with an integrated operational
amplifier type SFC 2741 with an RC double T bridge in the
feedback loop, tuned to the 10-kHz work frequency. The
amplifier bandwidth is about 100 Hz and the gain about
400. The feedback is equipped with high stability RC
components.

The second amplifier stage is realized with an integrated
operational amplifier type SFC 2709. This stage gain is
about 300. Its output is connected to the demodulator stage
by a follower as a buffer stage. The whole alternating voltage
gain is about 120 000.

The demodulator output voltage represents the output of
the modulation-demodulation amplifier and it is brought
back to its input to realize the negative feedback. The
resulting closed loop amplifier gain is about 1000.

The electrometer experimentation has been performed
with the modulator equipped with Zener type DZ 308
silicon diodes used as varicap diodes and with ITT-BAY 35
type professional varicap diodes.

The measurements indicated
performances.

Unlinearity error

the following main

< 1mVfor U; < 600 mV
< 1mVforU;< 825mV
< 1.5 mV for U; < 1000 mV.

Input resistance at 25°C ambient temperature
>2.10"3 for U; < 825 mV
10*? for U; < 1000 mV
10'* for U; < 850 with BAY 35 diodes.
Input offset current at 25°C ambient temperature
< 0.5 x 10712 A with DZ 308 diodes
10713 A with BAY 35 diodes.

Temperature drift of the input offset voltage between 0
and +57°C

=

v

<

+60 uV/°C.
Temperature drift of the input offset current
+20 -+ +57°C
< 0.65 x 107 1'% A/10°C with DZ 308 diodes
<0.16 x 1072 A/10°C with BAY 35 diodes
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+20---0°C

< 14 x 10712 A/10°C with DZ 308 diodes.

Temperature input resistance variation between 0 and
+57°C; reduces by about one half for each +10°C rise in
temperature.

IV. CONCLUSIONS

The performance obtained with popular DZ 308 type
diodes is close to that obtained with professional type BAY
35 varicap diodes, the main differences being in the input
resistance and in the temperature drift of the input offset
current.

Such good results are due principally to the reverse
polarization of the modulator bridge diodes, which in-
creases at least 15 times the modulator input resistance, at
the same time decreasing the offset current due to the diode
rectifying effect.

The maximal input resistance obtained with the BAY 35
diodes is, however, smallest at the theoretical upper limit
obtained, although it is equal to that of the hybrid integrated
circuits (see Table I). At the same time, the temperature drift
of the offset current is larger than that of the products in
Table L

The input resistance may be increased by technical means
[4] and also by associating the diode reverse-polarization
method with integrated circuit techniques. We suppose that
the two ways will allow the development of some varicap
diode electrometers with internal resistances even above
10*% Q. Offset current drift decrease is also possible using
integrated circuit techniques, this being the only possible
way to obtain identical diodes in the modulator bridge [18].
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A Precise Instrument for Measuring Water Waves

ARTURO G. SANCHOLUZ, MEMBER, IEEE

Abstract—A novel design of an electronic instrument used for
measuring water waves is presented. The instrument, which operates
in conjunction with a twin-wire conductance probe, effectively com-
putes the conductance by analog division. Lead-wire voltage drops,
which are largely responsible for distortion in wave peaks, are
subtracted from the voltage-proportional input signal. In addition,
the unit incorporates a front-panel control to compensate for changes
in water conductivity.

The instrument exhibits a linear calibration curve over a very large
range, regardless of the length and size of the interconnecting cable.

I. INTRODUCTION

YDRAULIC MODELS have become an important

method in predicting and analyzing the action of
waves in a variety of Civil Engineering structures. These
models, as well as more theoretical studies in the field of
gravity waves, pose the general problem of measuring and
accurately recording water surface height as a function of
time.

A number of different techniques to generate an electrical
magnitude related to instantaneous water height have been
developed and extensively tested in the past [1]-[4]. Among
these, the float transducer, the capacitance probe, and the
twin-wire conductance probe have been adopted by most
experimenters. However, when extended linearity and high-
frequency response are desirable, the twin-wire conductance
probe has proven to have a superior performance [4] and
consequently this method was adopted here.

The instrument to be described in this paper has been
developed at the Venezuelan National Hydraulics Labora-
tory, to be used in connection with several research projects
concerned with coastal defense structures. These investiga-
tions required that wave amplitudes ranging from +35 to
+30 cm be measured and recorded at a number of points in
a hydraulic model. To accomplish this purpose, it was
necessary to develop an instrument offering a suitable linear
calibration to facilitate data analysis and, at the same time,
capable of operating at long distances from the transducer.
The equipment uses a twin-wire probe as a sensing device,
and an electronic circuit that incorporates an analogdivider
to produce an output that varies linearly with the depth of
immersion of the probe.

First, a brief review on the principle of operation of the
twin-wire probe will be given to provide the reader with a
better understanding of some of the problems associated
with the technique. Then, the details of the transducer and
measurement circuit will be discussed and the experimental

Manuscript received August 3, 1977.
The author is with the Laboratorio Nacional de Hidraulica, Caracas,
101 Venezuela.

results will be analyzed. Finally, the significance of the
instrument as well as its advantages and limitations will be
summarized.

II. PRINCIPLE OF OPERATION

Neglecting end effects [3], the electrical conductance G
between two parallel rods partially immersed in water can
be expressed as

I C
= (1)

where V denotes the voltage drop across the probe, I the
current flowing through the circuit, p the resistivity of the
water, h the depth of immersion, and C is a constant
depending on the geometry of the rods. The resistivity of
the water is not constant and varies with temperature in
approximately 2 percent per °C. Hence, at least for a
constant temperature, (1) shows that the conductance be-
tween the rods results directly proportional to the depth of
immersion of the probe.

Early designs of water wave measuring instruments [3]
have been based upon energizing the transducer with a
constant amplitude alternating voltage and measuring the
current I as an indication of the instantaneous wave height.
These realizations, however, were affected by at least three
important sources of error. Due to the relatively low probe
impedances involved (a typical 60-cm twin-wire probe,
when fully immersed in fresh water, has a resistance of the
order of 35 Q), the small current sensing resistor normally
connected in series with the transducer represented an
appreciable source impedance. As a consequence, the volt-
age drop across the transducer could not be maintained
constant for all water levels causing large waves to be
underestimated. Interconnecting cables had to be kept short
because they contributed to the same degenerative effect on
the wave crests. Finally, any amplitude variation in the
oscillator output appeared directly as a change in wave
height. A more recent circuit proposed by Fryer et al.[5], has
attempted to overcome the two first limiting factors by
applying a combination of positive and negative feedback
around the driver amplifier but the scheme still depends
critically upon the amplitude of the energizing voltage. The
circuit to be presented in this work surmounts the disadvan-
tages of previous realizations and at the same time offers
the possibility of restoring the original calibration when
the conductivity of the water changes. It also elimin-
ates the interconnecting cable limitation by subtracting
from the input the instantaneous voltage drop along the
cable. The main feature of the realization is that effectively

0018-9456/78/0900-0281300.75 © 1978 IEEE
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instrum.
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driver divider amplifier
sine wave
oscillator

transducer
demodulator

Fig. 1. Simplified diagram of the electronic circuit.

computes the conductance as the quotient I/V by means
of an analog divider.

III. CirculTt DESCRIPTION

Fig. 1 shows a block diagram of the circuit employed. The
transducer was energized by means of an FET-controlled
Wien bridge oscillator followed by a driver amplifier. The
oscillator frequency is not critical but has to be of a few kHz
to minimize polarization effects at the water-transducer
interface. A frequency of 2 kHz is a good compromise
between polarization and the undesirable capacitive suscep-
tance appearing in parallel with the conductance. The
driver, A,, was incorporated to act as a buffer between the
oscillator and the load composed of R, in series with
the transducer. Resistors R_/2 represent the probe-
electronics cable. The nominal output voltage, V,, of
amplifier A, was set at 0.5 V.

The probe itself consisted of two 3-mm stainless-steel
rods, 600 mm long, and 12 mm apart. Two Lucite pieces, one
at each end of the rods, were used to maintain the rods
parallel. The upper Lucite piece was attached to a 17-mm
stainless-steel rod used for mounting the transducer. A
picture illustrating the complete transducer assembly is
shown in Fig. 2.

IV. CABLE COMPENSATION

A simplified diagram for amplifiers A, A,, A3, and A, is
depicted separately in Fig. 3 in order to explain the
technique used to correct for cable resistance. Neglecting the
input currents to the amplifiers, it can readily be seen that

V,=V, — IR, )
and

Vo — Vi = IR, (3)
Letting A, fori = 1to 6denote, respectively, the voltage gain
of each stage appearing in Figs. 1, 3, and 4, it follows that

R, R,
— v 2 )= 4,0R, [}
Va Va(Rz'FRs) 2! 1(Rz‘*'R:s)

Thus, Vg can be expressed as

(4)

V6=A3A4{V1—j—le( R )1}

3 5
R, + R, ©)
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Fig. 3. Detailed block diagram of amplifiers A4,, 4,, 43, and A4,.

demodulator
As (1-k) Ra

analog
divider

kR4
mr %
Vs demodulator Ve W
| I
\\ Ae \%4 Vs
L Ve "L
bk b

Fig. 4. Detailed block diagram of rectifiers and analog divider.

Comparing (2) and (5) and provided the condition

A, R,
A (R 6
R. Aj R (R2+R3) (©)

it is evident that

V6=A3A4V2. (7)

Gains 4, and A5 and the value of resistor R, are mainly
determined by conditions imposed by the following stages.
Yet, it is possible to modify the ratio R, /R; within ample
limits in order to satisfy (6). Thus, V results directly
proportional to the instantaneous voltage across the probe,
V,, regardless of the value of R,. In practice (see Fig. 5),



SANCHOLUZ: PRECISE INSTRUMENT FOR MEASURING WATER WAVES

2000 8204

.
39K2 j0kq 10k -

531V
9.1kn 302

9.1k —
2kn 2ka

=t
BB 4205

-

531v

x 0
22k 10ka 10kn

Tk

308 531v

4

9.1ka
T uf

R

¥
)
<
<
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different resistors are switched in place of R; to accommo-
date for the different values of R, corresponding to each of
the standard lengths of cable (5, 15, and 50 m).

V. COMPUTATION OF THE CONDUCTANCE

Signals V3 and Vj are sent to the demodulator circuits A s
and A, respectively, as indicated in Fig. 4. These circuits,
which rectify and demodulate the signals going into the
divider, have approximately equal voltage gains A5 and A,
respectively, both slightly less than one. Even though the
divider has a frequency response extending well beyond 2
kHz, it was necessary to rectify and demodulate the incom-
ing signals prior to their arrival. Otherwise, the output of the
divider would have been undefined for the zero crossings of
the signal in the denominator.

Using (4) and (7) and by inspection of Fig. 4 the following
relations are obtained

V= A3A4A6V2 (8)
V8=kA2A5R11. (9)
In addition, the specifications of the divider state that
Vs
=10 2. 10
Vo=10 (10)

7

Therefore, combining (8), (9), and (10) the output of the
divider can be written as

_104,45R, | T

= 11
T A A, A¢ Y, (11)

Substituting (1) for I/V, in (11) and rearranging:

y, = 104, 4sR,C (k)h‘
A A A,

p (12)

Hence, the output of the divider results proportional to
the instantaneous depth of immersion h. Moreover, since
(12) contains the quotient k/p this suggests the possibility of
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compensating water conductivity changes by means of
potentiometer R,.

VI. COMPENSATION FOR CONDUCTIVITY CHANGES

Equation (12) indicates that the output from the divider
will be independent of the conductivity of the water
provided the quotient k/p is maintained constant. The
method used for doing this is described next.

Prior to calibrating the instrument at the beginning of
each experiment, potentiometer R, is set at approximately
its center value. During the calibration, a particular depth of
immersion is chosen as a reference level and the output
voltage at this point is recorded. Since the calibration is
linear and goes through zero, changes in water conductivity
will change the slope of the calibration curve, so that the
output voltage at the reference level will differ from the value
originally recorded. Hence, by returning the probe to the
reference level and adjusting potentiometer R, until
the indicator is brought back to the recorded level,
the original calibration will then be restored. Because
changes in water temperature rarely exceed +5°C during
short time intervals, in the final circuit potentiometer R . has
been replaced by a fixed resistor in series with a smaller
variable resistor. In this manner, changes of + 10 percent in
the resistivity can be easily compensated.

VII. EXPERIMENTAL RESULTS AND DISCUSSION

Fig. 5 shows the complete circuit diagram for the instru-
ment. Coupling capacitors have been used between stages to
eliminate dc drifts at critical points such as the inputs to the
demodulators. Two final stages are connected in cascade
after the divider. The first of them is a zero suppression stage
that derives the offset voltage from the power supplies. A
1-kQ potentiometer enables the user to position the zero
anywhere in the scale. The last stage is a variable gain
amplifier which provides sensitivities of approximately 0.1,
0.5, and 1 V/cm, respectively. A low-pass filter having a
cutoff frequency of 500 Hz has been included at the input of
this stage and a diode-protected galvanometer at its output.

The frequency response of the instrument has been deter-
mined experimentally. The probe was replaced by a FET
connected as a voltage-controlled resistor and a square wave
was applied to the gate causing the drain-source resistance
to switch between 100 Q and 1kQ. In this manner, changes of
conductance at the transducer for an ideal 25-cm step
function type of wave were simulated. The frequency re-
sponse is mainly controlled by the demodulators time
constants and was found to be —3 dB at 45 Hz, this upper
limit being more than adequate for the inherently low-
frequency water waves.

The influence of amplitude variations in the oscillator on
the calibration was determined by varying the oscillator
outputin + 20 percent. No significant changes (less than 0.1
percent) could be observed in the output of the instrument.
Induced noise at line frequency was kept within reasonable
limits by proper grounding and shielding techniques. If
necessary, higher rejection at line frequency can be achieved
changing the characteristics of the low-pass filter at the input
of the final stage.
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Fig. 6. Two typical static calibration curves using a 600-mm transducer

and a 50-m 20-AWG shielded pair cable. Open dots denote with cable
compensation. Closed dots denote without cable compensation.

Fig. 6 shows a static calibration curve obtained for the
instrument when connected to the transducer by a 50-m 20-
AWG cable. The transducer employed was similar to the
one depicted in Fig. 2. The degree of parallelism in the stain-
less-steel rods, and not the instrument itself, proved to be
the limiting factor as far as linearity is concerned. This was
ascertained by a separate test in which the transducer was
replaced by a resistance decade box. Improper parallelism in
the rods is caused by two factors: alignment errors in the
holes drilled through the supporting pieces and lack of
straightness in the rods themselves. In our case, the second
factor was preponderant because highly straight rods were
unavailable in Venezuela at the time of manufacturing the
transducer. At this point, the possibility of using stainless-
steel wires under tension was considered in an attempt to
overcome the difficulty. However, due to their smaller radii,
wires favor capilarity effects which in turn introduce hyster-
esis errors between run up and run down calibrations. The
size of the meniscus depends on the diameter and the finish
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of the wires, but in all cases is in the order of millimeters and
would affect severely the dynamic performance of the instru-
ment. The idea of employing wires had to be rejected and it
was decided to buy a large stock of rods and select only those
being acceptably straight for manufacturing the probes.

The calibration curve obtained for the same transducer
with the cable compensation circuit disconnected (R 3 = 0in
Fig. 3)is also shown in Fig. 6. By comparison, a good idea of
the sort of improvement to be expected can be gained.

VIII. CoNCLUSION

An electronic instrument for measuring water waves has
been presented. The design incorporates an integrated
analog divider, an instrumentation amplifier, and a number
of inexpensive operational amplifiers.

The instrument offers a highly linear calibration curve.
This is particularly noticeable when long cables are run to
the transducer. Nevertheless, special care is needed in
selecting the rods and manufacturing the transducer to
insure a suitable degree of parallelism.

The calibration is affected in less than 0.1 percent by
amplitude variations of +20 percent in the oscillator
output. Although changes in water conductivity can not be
ignored, a front panel control and a simple procedure are
provided to restore calibration.
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A Combined Total Reflection-Transmission
Method in Application to
Dielectric Spectroscopy

STANISLAW S. STUCHLY, SENIOR MEMBER, IEEE, AND MIROSLAW MATUSZEWSKI

Abstract—A combined total reflection—transmission method for
permittivity measurements at radio and microwave frequencies is
described. Analytical expressions for the dielectric constant and the
loss factor of a sample, viewed as a two-port in the transmission
system, in terms of the measured scattering parameters are given.
The uncertainty of measurements of the dielectric constant and the
loss factor is discussed and a method of selecting an optimum sample
length is suggested.

INTRODUCTION

ARIOUS METHODS for measuring the permittivity
Vof dielectrics have been summarized in [1] and a
comprehensive list of references and a general review can be
found in an excellent survey paper by Bussey [2]. The
measurement methods for dielectrics can be generally
divided into two groups: transmission line methods and
resonant methods.

The resonant methods which can be applied only in the
frequency domain, usually assure very good accuracy, but
are difficult and time consuming when applied in a broad
range of frequencies. *

The transmission line methods, on the other hand, can be
applied in both frequency and time domain, and are most
suitable for broad-band measurements. A comprehensive
review of the transmission line methods in the frequency
domain can be found in [3] while the time domain methods
are summarized in [4].

The transmission line methods can be further divided into
the total reflection and total transmission methods [4]. In
both cases the permittivity of the sample is expressed in
terms of the measured values of the complex reflection and
transmission coefficients, respectively, although analytical
expression for the permittivity are not available, and
numerical methods are being used.

In a combined transmission-reflection method originally
suggested by Nicolson and Ross [5] for time-domain mea-
surements of dielectric materials, the permittivity of a
sample is uniquely related to the reflection and transmission
coefficients. The method is applicable in both frequency and
time domains, and in principle can be used in a very broad
frequency range, provided that the coefficients are measured
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Fig. 1. Configuration of the dielectric sample.

with acceptable accuracy. Since broad-band network an-
alyzers are available in both frequency [6] and time domain
[7], the combined transmission-reflection method is an
effective tool for broad-band measurements of the dielectric
properties of materials; including swept-frequency and
time-domain measurements. It should be pointed out, that
although the uncertainty obtainable by this method can not
approach that achievable with narrow-band frequency-
domain resonant methods, bandwidths of several decades
are feasible with a single basic sample configuration. The
method is, therefore, best suited for materials whose proper-
ties change relatively slowly with frequency, and also, as will
be shown later, rather for lossy materials (e.g..tan 6 > 0.1).

THEORY

The structure shown in Fig. 1 represents a dielectric
sample placed in the coaxial line. The sample can be viewed
as a two-port characterized by the scattering coefficients S,
and S, ;. The scattering coefficients can be further expressed
in terms of the sample properties by the following equations

[4]

1 — exp {— Ql/c)io[e(iw)]'?}

S1i(io) = plio) +— p2(io) exp {— l/c)iw[e(iw)] 2} W
) = L= P2(i0)] exp {~ (e)iafs(io)]}
S,(iw) = 1 — p*(iw) exp {— 2l/c)iov[e(iw 112} @
where

. 1 — [e(iw)]?
P T o™

0018-9456/78/0900-0285$00.75 © 1978 IEEE
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Fig. 2. Complex reflection coefficient S, (iw) as a function of the length

of the sample, expressed in hundredths of the free space wavelength, for
a dielectric characterized by ¢’ = 30 and ¢” = 3.

1"

/;/~%¢

S 27

Fig. 3. Complex transmission coefficient S,,(iw) as a function of the
sample, expressed in hundredths of the free-space wavelength, for a
dielectric characterized by ¢ = 30 and ¢" = 3.

and [ is the length of the sample, c is the speed of light in
vacuum, &(iw) is the permittivity of the sample and o is the
angular frequency.

Before undertaking any further steps it is interesting to
analyze the behavior of the scattering coefficients S ;(iw)
and S,,(iw) as a function of the length of the sample and its
dielectric properties. Figs. 2 and 3 show the behavior of
S,,(iw) and S, (iw), respectively, as a function of the length
of the sample of a dielectric characterized by ¢ = 30 and
¢ =3.

The complex reflection coefficient varies from
|S11(iw)| =0 for /A=0 to |S(iw)| =p for /A= o0
(infinite sample), further arg S;;(iw)=0 for (I/A)x
(¢2 + £"?)'* = n/4, where n is an integer.

The complex transmission coefficient S,,(iw), on the
other hand, changes from |S,,(iw)| =1 for /A=0 to
|S,1(iw)| =0 for l/A=oco (infinite sample), while
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arg S,,(iw)=0 for (JA)(?* +¢&"?)"*=(n+1)4 and
arg S,, = |n/2| for (I/A)(* + ¢"*)"/* = n/4, where n is an
integer.

As will be shown later, these relationships have important
implications in the uncertainty analysis.

Equations (1) and (2) cannot be solved in closed formina
general case, although several approximate methods were
suggested [4]; also numerical solutions are possible [4].
Nicolson and Ross [5] have shown that by combining (1)
and (2) it is possible to express ¢(iw) in terms of S, ,(iw) and
S,1(iw) in closed form. Following their procedure, (1) and
(2) can be presented as

S 1) = L= Z20)o)

1 — p?(iw)Z(iw) 3)
(1= p*(iw))Z(iow)
$2400) = T i) 2%(i0) @)

where Z(iw) = exp {— (I/c)iov[e(iw)]*/*}.

In order to solve (3) and (4) for ¢(iw) it is necessary to
eliminate p(iw) or Z(iw), and although both ways give a
solution for ¢(iw), the first way gives ambiguous results for
samples longer than certain value, while the other does not.

Rearranging (3) to eliminate p(iw)

. 1 =8,,(iw)/p(iw)
Z%(iw) = 11 -
(i) 1 =58, (iw)p(iw)
and substituting (5) to (4)
S%,(iw) = 1 — Sy, (io)[p(io) + p(iw) ] + Sy (iw)*  (6)
which leads to the final equation

[1 — 8y, (iw)]* — 53,(io)
[1+ 8y(iw)]? — 834 (iw)” &

A similar result using a different approach was obtained by
Altschuler [1].

Equation (7) allows to calculate unambiguously the per-
mittivity of the test material' from the measured complex
scattering coefficients S;,(iw) and S,,(iw). Although the
normalized length of the sample I/A does not appear ex-
plicitly in (7), both scattering coefficients depend on l/4 as
evident from (1) and (2).

Using the second way one rearranges (4) to eliminate
Z(iw)

()

g(iw) =

1 —8,,(iw)Z~ Y(iw)

1= 8, (i0)Z(o) ®)

p*(iw) =

and substituting (8) to (3)
S 1(iw) = 1 = $y,(i0)[Z(iw) + Z™(iw)] + 53,(iw) (9)
which leads to the final equation

1+ 8,4 (i) — 514 (iw)
2821(1(,0)

which is ambiguous for I > A/{8¢[1 + (1 + tan 25)"/?]}'/2.

eiw) = — A%/(4n?I?) arc cosh?

! Computer programs in APL are available from the authors.
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Fig. 4. Therelative uncertainty of measurement of the dielectric constant
(A¢'/¢’) as a function of the normalized sample length (I/2) for dielectrics
characterized by a dielectric constant ¢ = 10 and different loss factors;
scattering coefficients S, (iw) and S,,(iw) measured by a HP 8410B
network analyzer.

UNCERTAINTY ANALYSIS

For a given test material and a given frequency of
operation the only parameter to be selected by the user is the
length of the sample. It is, therefore, essential to develop an
appropriate method for selection of the sample length. In
any real experiment it is quite natural to select a sample
length which gives minimum uncertainty.

The relative uncertainty of measurement of a function of n
variables expressed as R(x,, X,, ***, X,) is given by [8]

AR/R = {[(0R/0x,)(w1/R)I* + [(8R/0x,)
(W2/R)P? + -+ + [(OR/0x,)(wa/R)}? - (11)

where wy, w,, -+, w, are the uncertainties in x,, x,, ***, X,
respectively.

In the specific case discussed in this paper in order to
calculate the uncertainties in the dielectric constant Ae'/e’
and the loss factor A¢”/¢”, it is necessary to calculate the
partial derivatives, 0¢'/0|S,,|, 0¢"/d|S,,|, 0¢'/0¢,,, and
0e"/0¢,, as well as assume certain uncertainties in measure-
ment of §,,(iw) and S,,(iw) in a selected measurement
system.

Due to the analytical complexity of (7) the partial deriva-
tives of ¢’ and ¢” were calculated numerically? for several
values of ¢ and ¢”, while the uncertainties in S, ,(iw) and
S31(iw) were taken for a HP 8410B network analyzer as
suggested by the manufacturer.

The relative uncertainty of measurement of the dielectric
constant Ae’/¢’ as a function of I/4 is shown in Figs. 4-6, while
the uncertainty in the loss factor Ae”/¢” is depicted in Fig. 7.

Closer analysis of Figs. 4-7 reveals an empirical relation-
ship between the uncertainties in the dielectric constant and
the loss factor which can be expressed as

Ae"fe" = (¢'/e")(Ae')e") (12)

2 A computer program in APL is available from the authors.

A€

024 g,
Fig. 5. The relative uncertainty of measurement of the dielectric constant
(Aw'/e’) as a function of the normalized sample length (I/2) for dielec-
trics characterized by a dielectric constant ¢ = 30 and different loss

factors; scattering coefficients S, ,(i») and S,,(iw) measured by a HP
8410B network analyzer.
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Fig. 6. The relative uncertainty of measurement of the dielectric constant
(A¢’/¢’) as a function of the normalized sample length (I/4) for dielectrics
characterized by a dielectric constant ¢’ = 100 and different loss factors;
scattering coefficients §; (iw) and §,,(iw) measured by a HP 8410B
network analyzer.

which is equivalent to
Ae” = A¢' (13)

and indicates that the relative uncertainty in the loss factor is
large for low loss materials tan 6 = &"/¢’ < 1.

Further analysis of Figs. 4-7 allows also to find an
empirical expression for the normalized sample length I/4
which gives minimum experimental uncertainty,

A =1/4]e(iw) |~/
A graphical presentation of (14) is given in Fig. 8.

(14)

DiscussioN AND CONCLUSIONS

It has been shown that combining (3) and (4) leads to a
relatively simple equation, (7), which allows to compute the
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Fig. 7. The relative uncertainty of measurement of the loss factor (Ae"/e”)
as a function of the normalized sample length (//A) for different dielec-
trics as indicated in the figure; scattering coefficients S,,(iw) and
S, (iw) measured by a HP 8410B network analyzer.

permittivity of the test material when the values of the
reflection coefficient, S;,(iw), and the transmission
coefficient S, (iw) are known.

Equation (7) allows also to calculate the experimental
uncertainty in the dielectric constant Ae¢'/¢’ and the loss
factor Ae”/e” as a function of the relative sample length. This
is not possible in the total reflection method (3) nor in the
total transmission method (4), because &(iw) cannot be
expressed in a closed form.

Although it is difficult to determine analytically a sample
length giving minimum experimental uncertainty, an em-
pirical relationship, (14), is satisfactory for the majority of
practical applications.

Figs. 4-7 allow to determine the frequency range in which
the experimental uncertainty remains below certain
assumed value. The estimated uncertainty for an experimen-
tal system with a network analyzer is relatively large,
particularly for the loss factor of low-loss materials, but can
be considerably improved if an automated network analyzer
is utilized.

The combined total reflection-transmission method
allows to measure the permittivity of materials in a wide
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Fig. 8. Optimum normalized length of the sample (minimum uncer-
tainty) as a function of the dielectric constant for different loss factors.

frequency range. Time- or frequency-domain methods can
be used to measure the reflection and transmission
coefficients from which the permittivity is computed.
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A Laboratory Setup for Simulating an N-Hop
2-PSK Direct Regenerative System

KJELL AAMO

Abstract—A circulating test loop setup for simulating an N-hop
2-PSK direct regenerative system in the laboratory, is described. A
2-PSK direct regenerator at carrier frequency f, =2 GHz and
bit-rate f, = 50 Mbit/s is designed and included in the test loop. The
N-hop transmission is simulated by allowing a 2-PSK sequence of 16
bit to enter the test circuit and to circulate N times through the
regenerator and a mini-coax loop of 500-ns delay.

In direct regenerative systems the “pulses” are only partially
regenerated. Therefore, the influence of one regenerator on the noise
and the error-rate of the entire system cannot be exactly calculated,
even if the characteristics of that regenerator are completely known.
It is necessary to treat the system as a connected whole. This is rather
comprehensive and requires many assumptions and approximations.
The actual laboratory simulation setup will therefore be of great
practical importance, and a valuable tool for investigating the
influence of different parameters from a system point of view. The
influence on for instance the error rate of the entire system caused by
heavy rain attenuation on one or two repeater sections, cochannel and
intersymbol interference, additive noise, time varying channels, etc.,
can be studied. The mode of operation of the test setup is illustrated
by experiments.

I. INTRODUCTION

HE REASON why digital transmission has become so
successful—compared to analog transmission—is the
immunity of the digital signal against noise. Thisis owing to
the fact that “the pulses” are regenerated at definite points
along the route of transmission. This means that thenoise is
suppressed relative to the signal at the repeater stations.
Thus the accumulation of noise is prevented, and the signal
is avoided from subsequently being lost in the noise.
Different methods exist for this noise reduction. Due to
the progress in solid-state technology at microwave frequen-
cies, there has been a growing interest attached to the actual
method of direct regeneration. It is named so because the
regeneration takes place directly on the carrier frequency (or
intermediate frequency). Mainly three different solutions are
suggested in the literature. Ohwaku et al. [1] report an
experimental 4-PSK  regenerator based on “the
sampling/slice principle,” operating at 30 MHz intermediate
frequency with a bit rate of about 7 Mbit/s. Fukeda and
Kurosaki [2] describe “the parametric oscillator principle,”
and the last of the three solutions, based on a degenerate
parametric amplifier, is discussed by Ohta and Hata [3].
Their method is assumed to be the most suitable at micro-
wave frequencies, and is the one to be used in the present
work. In addition [4] and [5] discuss two related variants.
Circuit simplicity as well as economy weigh heavily for the

Manuscript received May 3, 1977; revised September 7, 1977. )
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application of direct regeneration compared to base band
regeneration which is used in the digital radio-relay systems
in operation today (1977). The latter systems require a
complete transceiver including detection and modulation at
every regenerator station.

A theoretical treatment of a direct regenerative system,
however, is far more comprehensive than that of a baseband
system. This is attributable to the fact that the output signal
of a direct regenerator is always encumbered with a small
amount of noise. (A baseband regenerator output is free
from noise, but has surely a certain amount of error bits.
Here it is distinguished between noise and bit-error). Con-
cerning the actual 2-PSK system for instance, the statistical
phase fluctuations owing to noise are strongly compressed
in the regenerator, but there will always be a certain amount
of phase jitter (PM-noise) at its output. The influence of one
regenerator therefore depends on the succeeding part of the
transmission chain, and as a consequence the entire system
has theoretically to be treated as a whole.

The laboratory simulation setup described here will thus
be of great practical importance in the study of direct
regenerative systems. Answers to many questions concern-
ing both the regenerators (bandwidth limitations, nonline-
arities, gain variations, etc.) and the transmission paths
(additive noise, rain attenuation, cochannel, and intersym-
bolinterference, etc.) are thus found more easily and exactly
by laboratory simulation than by time-consuming theoret-
ical calculations with many assumptions and approxima-
tions.

The actual system is simulated by letting a 16 bit—50
Mbit/s sequence (320-ns duration) circulate N times
through the regenerator and a transmission loop of 500-ns
delay. A logic circuit controls the setup and makes it possible
to study the signal after a certain number of circulations.
Band limited white noise may be added inside or outside the
loop and the influence of varying different parameters may
be studied.

It has not been the purpose of the present work to display
in detail the many investigations which are possible by
means of the test loop, but to present some experiments
which illustrate the mode of operation of the simulation
setup.

II. THE DIRECT PHASE REGENERATOR

The main components of the regenerator (Fig. 1) are a
reflection-type (tunnel diode) phase-coherent degenerate
parametric amplifier (PA) where the phase fluctuations are
reduced, an injection-locked transistor oscillator (ILO)

0018-9456/78/0900-0289$00.75 © 1978 IEEE
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Fig. 1. Schematic diagram of the 2-PSK direct regenerator.

acting as a narrow-band filter/amplifier for the pump signal
and finally a frequency doubling (FD) circuit where the
7.PSK modulation is removed, giving a locking signal to
the ILO at twice the signal frequency. If the pump frequency
is exactly twice the signal frequency the amplifier is a
phase-coherent degenerate PA. Particular amplifier proper-
ties occuring under this condition are utilized in the phase
regenerative process [6].

The basic relation between the input, output, and pump
phases (Fig. 1) of the phase-coherent degenerate PAis given
by [3, p. 87] and [6]

2

In practice the parameter A4, which is mainly determined
by the magnitude of the pump signal, can easily be set to the
interval 0.02 — 0.05.

As seen from (1) the desired input-output phase relation
as illustrated in Fig. 2, requires a constant pump phase 0,.
The generation of this clean pump signal takes place in the
FD/ILO circuit. Because phase coherence between the
pump and the information signals is an indispensable
condition for the phase regenerative effect, the pump signal
must be derived from the input signal, which is modulated
and contaminated by noise. The 2-PSK modulation is
removed in the FD, but in return the statistical phase
deviations—the phase noise—is doubled. Owing to the fact
that the locking range (2 Af') of the ILO is narrow compared
to the bandwidth of the received signal, this phase noise
together with modulation rests are suppressed in the ILO.
Actually 2 Af (< 2 MHz) corresponds to only a few percent
of the bit rate (50 Mbit/s). Supposing that 6 ,is constant, an
input phase deviation A6, is reduced to Af,at the output, as
illustrated in Fig. 2. The PA is set to the operating point
(origo of Fig.2) by means of the variable phase shifter shown
in Fig. 1.

By linearizing (1) together with the input/output phase
relation of the ILO given by [7], the phase noise power
improvement factor of the entire regenerator is found to be

2 1+A4% (fu/NY
T L+ (f/A)

tan(()o——%)=A-tan(Bi—%‘3), 0<A<1l (1)
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Fig. 2. The input-output phase characteristics of the direct regenerator
with A as a parameter. The reduction of an input phase deviation A6,
to AG, at the output is illustrated.

where 2 Afis the locking range of the ILO andf,,is the video
noise frequency. '

Equation (2) shows that the case of 4 = 1, which corre-
sponds to the pure amplifier line of Fig. 2, makes C = 1. The
case of A =0, which corresponds to the ideal staircase
characteristics, makes C identical to the noise power sup-
pression factor of the ILO [7]. For all values of A < 1the
noise is more suppressed the more its frequency deviates
from the center frequency and the narrower the locking
range of the ILO is adjusted. It is easily seen that if no noise
suppression takes place in the pump circuit, the output
phase fluctuations will follow those at the input, and no
phase regeneration occurs.

In addition to the reduction of the quadrature noise
component (phase noise), it is essential to emphasize that if
the PA is operated in the large signal mode, also the in-phase
component will be suppressed. Such a “constant output”
regenerator is of great interest froma practical point of view,
because (with A < 0, 2) it gives nearly the same error rateas
a baseband type [8].
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Fig. 3. Block diagram of the circulating test loop setup. The control signals at ®-O are shown in Fig. 4.

III. THE CIRCULATING TEST LOOP SETUP

This section describes the mode of operation of a labora-
tory setup, named the circulating test loop, for simulating an
N-hop radio-relay line. The description is based on the
block diagram of Fig. 3.

The test circuit is divided into six fundamental blocks:

A The generator block (RF and modulation)

B The circuit under test (actually the 2-PSK
regenerator)

C The transmission medium (with variable delay and
attenuation plus “branch off” possibilities for
measurements)

D The detector (differentially coherent detector)

E The measuring instrument (actually an oscilloscope)

F The logic circuit (controls the test loop).

The N-hop transmission is simulated by generating a
2-PSK-word which is allowed to circulate N times through
the regenerator and the loop. The loop s controlled by logic
circuits, which make it possible to study the pulse sequence
and the noise contribution after an arbitrary number of
circulations.

In the actual experiments which demonstrate the mode of
operation of the test loop, a 16 bit-50 MHz word generator
is used to give a 2-PSK sequence of 16 - 20 ns = 320-ns
duration. This sequence, whose pattern may be “arbitrarily”
chosen by the setting of the word generator, enters the loop
through the switch S, and the hybrid H,, asshownin Fig. 3.
S, is closed to allow the desired pulse sequence to enter the
loop. S; must be opened before the front of the sequence
arrives at H, after the first circulation in the loop.

As appears from Fig. 3, band limited white noise may be
added to the signal both outside (H,) and inside (H ) the
loop. In order to make measurements, half of the signal is
branched off in the power splitter. A low-noise amplifier (not
shown in Fig. 3) is included in the loop in order to
compensate for the total attenuation. The closed-loop gain
is set to unity by means of a variable attenuator (neither
shown in Fig. 3). The gain of the PA is set to about 10 dB.

@ The control;
signal of Sl

Modulation
signal (50 Mbit/s)

@ The control
signal of the
PIN-attenuator S

: @ rtriggering

signal of the

o SRR " . oscilloscope

——

The "calm down"
interval

Fig. 4. The control signals at the points @-@ of the test setup of Fig. 3.
Horizontal scale: 400 ns/div.

With reference to Fig. 3 the logic/control circuit generates
the following sequence:

1) The switch S, is closed. (t=0)
2) The word generator is trigged in order to transmit a 16
bit-50 Mbit/s sequence to the 2-PSK modulator. The
PIN-attenuator is set for minimum attenuation. A PSK-
sequence now enters the loop through the switch §,.
(t ~ 10 ns)

3) In the course of about 320 ns the PSK-sequence has
passed S, which is opened at t ~ 450 ns. (S ; must be opened
before the front of the PSK-sequence arrives at H, after the
first circulation in the loop.) The loop delay 7 ~ 500 ns.

(t =~ 450 ns)

4) The oscilloscope is trigged after a time delay of k - ©
(k=1,2,---, N) to display the detected signal plus noise
after the kth circulation. (t = k - 500 ns)

5) The PIN-attenuator is excited for maximum attenua-
tion after a time interval of N-z. This interval of great
attenuation must be > 500 ns in order to make the loop
“calm down” before S; closes and the word generator is
trigged for a repeating sequence. (t = N - 500 ns)

The different signals at the points ®-® of Fig. 3 are shown
in the picture of Fig. 4, where N = 5 and k = 2 are chosen.
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l.circ, 2.cire. 1.¢irec. 2.circ.

.circ. 4.circ. 5.cired

Fig. 5. An illustration of the mode of operation of the circulating test
loop, showing the detector output in the case of: (a) Open loop (S,
open), i.e., the pulse sequence is prevented from circulation. (b) Closed
loop (S, closed). The pulse sequence of the (a) picture is allowed to
circulate five times through the regenerator. Then the “calm down”
interval of about 800 ns appears, after which the whole sequence is
repeated. Horizontal scale: 500 ns/div.

IV. ILLUSTRATIONS OF THE MODE OF OPERATION OF
THE CIRCULATING TEST Loop

The mode of operation of the test loop is illustrated best
by using an oscilloscope as the measuring instrument (E) of
Fig. 3, because display pictures of the detector output (D) of
Fig. 3 tell more than words and curves in this case. For
reasons, which are not discussed here, the DPSK mode of
detection is most conveniently used in the circulating loop
experiments.

Fig. 5(a) shows the output of the detector in the case of
open loop (S, open). The word generator is set to give a
DPSK-detected output of four pulses. These are situated in
the interval of time during which the switch S, is closed, as
shown in the picture. (This time interval of about 450 ns
corresponds to the positive pulsein the upper trace of Fig. 4).
Because S, is open, circulations are impossible, and the
detector shows no output signal until S, is closed and the
word generator is trigged once more.

In Fig. 5(b) S, is closed. The DPSK-sequence shown in (a)
is now allowed to circulate in the loop. In the present case N
is chosen to be five circulations. The pulse pattern therefore
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3 | 4.circ.
Fig. 6. Two signal pulses plus in-phase noise through four circulations in
the test loop. The regenerator is operated in the “constant output”

mode. Note the reduction of noise from one circulation to the next.
Horizontal scale: 200 ns/div.

1.cire.] 2.circ.|3.circ.

appears five times, as shown. After those five circulations the
PIN-attenuator is switched to maximum attenuation, in
order to make the loop “calm down” before a new sequence
starts, as discussed in Section III. This is indicated by the
time interval of about 800 ns of Fig. 5(b), showing a detector
output of zero voltage. (The same “calm-down” period is
found in the third trace of Fig. 4, showing the control signal
of the PIN-attenuator). The unity gain of the loop is
confirmed by the equal magnitude of the pulses from one
circulation to the next. This is adjusted by a variable
attenuator in the loop.

As a final illustration of the test setup, the noise-reduction
qualities of the regenerator is demonstrated. While simulat-
ing a transmission system, S 5 is switched to the right-hand
position (Fig. 3) because noise power surely adds in each
repeater section of an N-hop link. For the actualillustration,
however, band limited (1968-2032 MHz), white noise is
added to the signal outside the loop (S; in left-hand posi-
tion). The signal sequence (two pulses in Fig. 6) plus noise
thus enter the loop during a time interval of about 450 ns,
after which the generator block (A4) of Fig. 3isshutoffby S,
as described in Section III. The signal plus noise are now
allowed to circulate in the loop, and Fig. 6 shows the
successive reduction of noise during four circulations
through the regenerator. Owing to the mode of operation of
the detector, in-phase and quadrature noise are measured
separately. In order to display both signal pulses and noise in
the same picture, which is believed to give the best illustra-
tion, the detector is adjusted so that the noise shown in Fig. 6
is approximately pure in-phase noise. The “constant output”
mode of operation of the regenerator is therefore chosen
during this exemplification. (It remains to say that also from
a practical point of view the “constant output” regenerator is
of great interest to be investigated in the test loop setup,
because exact theoretical calculations are impossible for
such a system consisting of more than one regenerator
(2-hop) [8])

Fig. 6 shows that while the noise is reduced from one
circulation to the next, the magnitude of the two signal
pulses remains unchanged, confirming the unity gain setting
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of the loop. The two pulses of the first regeneration seems to
be a bit smaller, but this is owing to the great amount of
noise which makes the top of these pulses rather diffuse.
More exact measurements by means of a true rms-meter
have shown that under the actual condition of large signal
operation (PAinput & —24 dBm),in-phase noise is reduced
about 9 dB in the regenerator, while the quadrature noise
reduction is about 13 dB. The latter is greater than 17 dB
under small signal condition. In this case, of course, in-phase
noise is not affected. During these measurements 2 Af ~ 1.5
MHz and the input carrier-to-noise ratio is 5 dB, corre-
sponding to an input rms phase deviation of about 25°. The
noise bandwidth is 64 MHz.

Itis beyond the scope of the present work to carry through
a lot of measurements which are possible by means of the
test circuit. We will finally, however, give some ideas on
investigations which can be carried out.

Heavy-rain attenuation on one or two repeater sections of
an N-hop system can be simulated. This is accomplished by
extending that part of the logic circuit (F) in Fig. 3 which
controls the PIN-attenuator. In the previous examples the
PIN-attenuator is just utilized as an ON/OFF switch. It
may, however, easily be operated to give greater attenuation
during one or two circulations than during the rest of the
circulations, and in this way simulate heavy rain attenuation
between certain regenerators in the transmission path. The
electronically controlled attenuator may also be used in
order to simulate some sort of fading in the system as well as
other types of time varying channels.

The influence of interference on the system is another
investigation that can be done by means of the test setup. A
narrow-band filter included in the loop will distort the
“pulses” and thus result in intersymbol interference. The
degree of interference is determined by the filter bandwidth
relative to the bit-rate of the system. Cochannel interference
can be simulated by allowing a 2-PSK sequence, suitably
attenuated relative to the main circulating sequence and
different from this one, to enter the loop and thus add to the
original signal during its second circulation. Error-bit mea-
surements after the Nth hop will give valuable informations
on system performance relative to interference. Also these
measurements require an extended control circuit.

In addition the influence on the system caused by all sorts
of variations and alternations within the regenerator as well
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as the transmission paths can be studied (changing parts of
the regenerator or interchanging the entire regenerator,
varying channel filters, gain, signal levels, etc.).

V. CONCLUSION

A circulating test loop setup for simulating an N-hop
regenerative radio-relay system is examined. This test circuit
is a valuable tool especially for investigating direct regenera-
tive systems, where a theoretical treatment is very com-
prehensive and necessitates extensive use of approximations
and limitations.

To illustrate the mode of operation of the test loop the
oscilloscope is the most convenient measuring instrument
(E, Fig. 3). For more quantitative measurements an error bit
counter, a true rms meter, etc., are more appropriate.
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A/D Controller for Acquisitions of Signals with
Different Sampling Periods

J. KISHON anD SERGE GRACOVETSKY, MEMBER, IEEE

Abstract—Efficient data acquisitions from analog signals of very
different bandwidths require that each analog signal be sampled at a
different rate. This paper proposes an A /D controller which has been
implemented on an Analogic 5800 data acquisition system. The host
computer is a PDP 11/45 with a DR11-C interface (see Fig. 1).

Essentially, this programmable controller sorts out the sequencing
of eight different analog channels. The sampling rate of each channel
is independently set by software from 10 to 255 ps in 1-ps increments.
Once the controller is programmed, it will control the A/D itself.

The host computer programs the controller according to the user’s
instructions. The sampling rate of each analog channel may be
independently set by software from 10 to 250 ps. Then the controller
sets out the appropriate sequencing of the data collections on the
analog channels, sorts out conflicts, and sees that information is
stored properly in the host computer.

1. INTRODUCTION

Some experiments require the simultaneous data collections of
analog signals of widely different bandwidths. The cost of storage
of digitized information makes it uneconomical to sample all sig-
nals at an identical rate since the slower signals could be sampled
less often.

This work presents a solution to this problem. It has been
implemented on a PDP 11/45 machine and an Analogic 5800 A/D
converter. Our contribution has been the design of a program-
mable controller for the A/D. It basically works as follows. The
user sets the desired sampling rates of up to eight analog channels
within, say, a Fortran program. The 11/45 will then program the
A/D controller to properly sort out the acquisition sequence. At
this stage, the controller can take over the control of the A/D.

1I. OPERATIONAL PRINCIPLES

Because the sampling periods of the analog channels are set
independently by the user, it is possible that, at a given time, two
or more channels need to be sampled. The main task of the con-
troller is to resolve the priority between the eight analog inputs.
Whenever a conflict occurs, a channel will be sampled if: 1) he
makes a request, and 2) the time left for the next conversion to be
made is the smallest of all channels. The general organization is
indicated in Fig. 2. The sampling periods are loaded into the data
registers. These registers are eight bits wide, giving a capacity of
255. The data register (D reg) is connected to a present down-
counter and the output of the counter is connected to a tri-state
eight-bit latch (TS latch).

As shown, all the TS latches are connected to a single eight-bit
bus which is the comparator bus.

One side of the comparator (side A) is connected to the bus.
The other side (side B) is connected to a register which holds the
smallest channel period (CMP reg). Each counter output (zero
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The authors are with the Department of Electrical Engineering, Concordia
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Fig. 2. Detailed block diagram of the controller.

detect output) is connected to a sample-and-hold amplifier, and
the convert request flag (CR flag).

III. OPERATION SEQUENCE

1) The controller is initialized by the computer which clears all
registers and flags. It loads 255 in the CM reg

2) The sampling period of each channel is loaded into the data
registers.

3) A sTART command is sent by the computer.

The master clock which is a 1-MHz clock, is downcounting all
the counters at the same time.

Each counter divides the master clock by the number which is
in the corresponding D reg (divided by the sampling period). Each
time a counter downcounts to zero, a sample-and-hold pulse (S-H
pulse) is generated. The analog signal is sampled and held.

The CR flag is set, and the counter presets to the D-reg value.
The S-H pulses of each channel are generated periodically at the
sampling period rate.

While this is going on, the TR latches are being updated every
10 us. These latches hold the present value of the counters for
comparison. Each time the TS latches are updated, a compare
cycle will start. This cycle lasts for 10 ps.

In the compare cycle, all eight TS latches starting from #0 up
to #7 will be compared to the CM reg (which was initialized to
255).

0018-9456/78/0900-0294300.75 © 1978 IEEE
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If the TS latch is smaller than the CM reg and the CR flag is set,
the CM reg will be updated with the content of the TS latch. At
the same time, the address reg will be updated with the channel
number corresponding to the TS latch.

At the end of the compare cycle, the channel address is ready
and a strobe pulse is generated. The strobe pulse starts the A/D
conversion cycle, and at the same time it clears the CR flag of the
channel that was selected for conversion. (If 2 CR’s are made with
no strobe pulse, an error flag will be set to indicate that the
bandwidth is too high.)

The data transfer between the A/D to the computer is done in a
wait-loop manner, ie., in the program, the CPU continuously
tests a flag and when the A/D completes a conversion, the flag is
set and the CPU reads the signal value (12 bits) with the channel
address in the three most significant bits. When memory is full, the
computer stops the controller and starts processing the data.

IV. CoNcLUSION

This paper has proposed a programmable controller for A/D
data acquisition systems. The sampling rate of each channel may
be different, allowing optimum use of storage capacity whenever

simultaneous acquisition of analog signals of widely different
bandwidths is required.
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A Digital Frequency Meter for
Measuring Low Frequencies

M. P. MATHUR

Abstract—A new technique of measuring low frequencies ac-
curately has been described. The whole scheme can be implemented
using TTL integrated circuits.

Digital measurement of low frequencies poses certain problems,
especially if it is desired to measure the frequency with an accur-
acy of one percent or so and in reasonably short time, which may
be of the order of a second. An obvious and direct method to
measure the frequency is to feed a signal of unknown frequency to
a digital counter through a gate which opens for 1 s and then read
the counter. This basic scheme is shown in Fig. 1.

The major disadvantage of the above scheme is that the counter
will only register a change if the change in the input frequency is in
integral number and will ignore all fractional changes. The frac-
tional changes are quite important in low frequencies. For exam-
ple, if 50 Hz is to be measured and if frequency changes from 50
Hz to 50.5 Hz, the change is one percent which may not be ignor-
able, and the frequency 50.5 can be measured by keeping the gate
open for, say, 10 s so that the counter receives 505 pulses and
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reads 505, which may be interpreted as 50.5 Hz. The disadvantage
of the above scheme is that the measuring time has considerably
increased.

In the scheme described below, while measuring time is reduced
back to 1 s, the accuracy is increased. It will be seen that now it is
possible to register the change of 0.25 Hz, while the measuring
time is reduced back to 1 s. The scheme is shown in Fig. 2 and
works as follows. If the input wave is sinusoidal, then by help of a
bridge rectifier, it is rectified. Then, by help of a Schmitt trigger, it
is converted into pulses. It can be seen that, for every cycle, there
will be two square pulses which can be made of T/4 duration,
where T is the time period of the input sinewave. The square wave
is fed to a differentiator which is followed by a network of diodes
and inverters so that, at the output of the network, four positive
impulses are obtained for every one cycle. Each impulse is used to
trigger a monostable multivibrator and, hence, for each impulse,
there is one pulse of fixed predetermined duration, say d, and
therefore for every one cycle, there are four pulses of duration ¢
such that J is less than T/4. In 1 s, there are 4f pulses of duration §
and thus a gate can be made to open for 4f5 sin 1 s. The gate is fed
with a fixed frequency N Hz and, hence, in 45 s, 4f0N pulses will
pass through the gate in 1 s, which can be fed to a counter.
Reading of the counter can be interpreted directly in terms of
input frequency. The gate pulse in 1 s and N-Hz frequency input
can be derived from a crystal-controlled oscillator for an accurate
work.

Example: Suppose we are interested in measuring 50 Hz, which
means that T = 20 s. The pulsewidth at the output of the Schmitt
trigger will be 5 ms and, hence, the four positive impulses at the
input of the monostable multivibrator will be 5 ms apart. The
monostable is designed to give a 1-ms pulse when it is triggered
and, hence, at the output of the monostable, there will be
4 x 50 = 200 pulses/s, each of 1-ms duration. If a triple input AND
gate is fed with the output of the monostable, 1-s gate pulse, and
25 kHz frequency source, then the gate will effectively open for

0018-9456/78/0900-0295%00.75 © 1978 IEEE
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200 ms in 1-s duration and 200 x 25 = 5000 pulses will appear at
the output of the AND gate which can be made to register by
counter and can be made to display 50.00. If the input frequency
changes to 50.25 Hz at the output of monostable multivibrator,
there will be 4 x 50.25 = 201 pulses of 1-s duration. Thus the gate
will be effectively open for 201 ms in 1-s duration and at the
output of the AND gate, there will be 201 x 25 = 5025 pulses, and
these will be displayed as 50.25, and so on.

In the above scheme, the accuracy of 0.25 Hz is obtained. The
accuracy can be further improved if the signal of an unknown
frequency is fed to a frequency multiplier which multiplies the
input frequency by an integral number m and as a result an output
signal of mf frequency is obtained, and if this signal of frequency
mf is processed in the manner described above, the accuracy of
measuring scheme will improve by factor m. In the above example,
it will be possible to register and display a change in the input
frequency by an amount 0.25/mHz. Fig. 3 shows the complete
scheme of the system with improved frequency.

Electrolyte Conductivity Apparatus

LOUIS A. ROSENTHAL, SENIOR MEMBER, IEEE

Abstract—The resistance of an electrolytic cell is measured by
passing a square-wave constant current and amplifying/rectifying the
voltage developed. A differential recorder provides a record of the
conductivity in dynamic mixing studies. The apparatus is extremely
simple and reliable and amenable to multiprobe studies.

I. INTRODUCTION

In the study of various mixing salinity problems, the need for a
simple multiprobe apparatus arose. A satisfactory procedure for
evaluating salinity is through a conductivity or resistivity measure-
ment by means of a cage or point electrode [1], [2]. Details of the
design and preparation of such probes are available [3]. To cap-
ture the dynamics of a mixing experiment, the signals available
from the probes should be recorded on a multichannel strip-chart
recorder. The apparatus to be described provides a probe resis-
tivity signal to such a typical recording system. Because of its
simplicity, multiple probes can be readily accommodated. In prin-
ciple, the application is not limited to electrolyte conductivity and
any parameter presented as a resistance variation can be treated
in the same analog manner. -
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Fig. 1. A complete circuit diagram is shown. Amplifiers A, and A4, are 741 and T, is
2N5457. Each channel requires a current drive (B,) and amplifier-rectifier (4,)
circuits. Amplifier terminals are for a can configuration.

II. Circuit DESIGN

The apparatus consists of a square-wave constant current
source driving the probe resistance. The voltage across the probe
is amplified, rectified, and filtered prior to the recorder. This is a
basic carrier type ohmmeter and the novelty is in the simple mode
of accomplishing the conversion. A single probe channel is
depicted in Fig. 1, and for each additional channel, the current
drive (B-1) and amplifier rectifier (4-2) circuits have to be
duplicated.

Amplifier 4, is employed as a free-running multivibrator and
provides a square wave output that swings between the saturation
levels +13 V at a period that roughly follows

T ~ 2R C, In [2(R3/R,) + 1]. (1)
Actually, slew rate and transition times together with input leak-
age currents tend to increase the period. For the parameters
shown, the measured period was 1.04 ms (f = 960 Hz).

The full-wave bridge rectifier B-1 employing general-purpose
junction rectifiers is a bilateral constant current converter in con-
junction with the FET (T;) circuit. An N channel depletion mode
device is employed with a large amount of source (R¢) degenera-
tion to provide a constant current of 200 nA independent of the
drive voltage [4]. The bridge rectifier merely makes the constant
current characteristic bilateral. Thus the current i; is a square-
wave signal independent of the probe resistance. This is an excel-
lent waveform for ease of rectification. Electrolyte conductivity
cells must be excited with ac to prevent polarization, and current
drive is a way of minimizing ohmic nonlinearities. Adjusting R is
a means of setting the channel sensitivity and correcting for con-
ductivity cell constant differences.

The ac voltage drop appearing across the probe R pis applied to
amplifier-rectifier 4,. This is a well-established voltmeter circuit
arrangement and the voltage across R,(Vg,) is Ry /R times the
full-wave rectified value of the input voltage. For the square-wave
current drive of amplitude I,, the output voltage follows

VR2= IIRPRZ/RI- (2)
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Fig. 2. The dynamic mixing of 1- and 15-percent salt solutions is recorded by a
single probe. Probe resistance decreases from 50 Q at 1 percent. The recorder
sensitivity was 20 mV/div which is equivalent to 1 Q/div.

For I = 200 pA, R, = 10 K, and R = 100, the overall sensitivity
follows

Vg, =20 mV/Q. (2a)
Since the A4, amplifier is limited to +13 V, the maximum cell
resistance that can be accommodated, as shown, is 650 ohms. By
adjusting the cell current and cell geometry, it is possible to set the
apparatus for a wide experimental range. Linearity was excellent
except for the region of 0-5 ohms. The full-wave bridge rectifier
B-2 employs IN34 or equivalent point contact rectifiers. Junction
rectifiers have a zero conduction region before cut-in and when
installed in the feedback loop would fail to produce dc feedback
stabilization. For “in specification” 741 operational amplifiers, the
indicated null balance arrangement will provide proper zero bal-
ance conditions. Note that the balance must be set at terminal 6,
the output, since the drop across R, is unidirectional. No drift or
instability has been observed in the performance.

The voltage across R, is the desired output signal. Two low-
pass filters remove any ac components and the differential signal
can be passed on to a recorder. Most recorders provide differen-
tial input and the signals H; and L,, together with the common
ground, feed the typical recorder (i.e., Gould/Brush 260). The re-
corder range of sensitivities, calibrated and uncalibrated, and the
zero suppression feature make the overall system very flexible.

III. EXPERIMENTAL OBSERVATION

As an example of the single channel behavior, a recording of a
mixing experiment is presented. Starting with a 1-percent (by
weight) salt solution in a vessel, a metering pump feeds a 15-
percent solution, and another pump extracts the same quantity.
The vessel salinity in the limit will approach 15 percent. Fig. 2 is
the recorded mixing. At 1-percent salinity, the probe has a resist-
ance of 50 Q and after 200 s is slowly moving towards the asymp-
tote. Note that the resistance is not a linear function of salinity
and at 2-percent salinity, the probe resistance is close to 30 Q.
There is fluctuation noise due to mixing which is also related to
the conductivity field seen by the probe. The efficacy of mixing can
be examined by comparing the indicated mixing curves under
different agitation conditions. This apparatus will be the basis for
a variety of mixing salinity studies.
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A Comparison of the United Kingdom National Standards
of Microwave Power in Waveguide and Coaxial Lines

PETER J. SKILTON aAnD A. E. FANTOM

Abstract—A series of comparisons at 8.2 GHz between bolomet-
ric waveguide power standards and 50-Q coaxial line calorimetric
standards resulted in differences, with respect to the waveguide
standard, of +0.20 to —0.06 percent during 12 comparisons and
combined estimated 95-percent confidence limits of + 0.35 percent.

I. INTRODUCTION

The United Kingdom national standard of waveguide power at
8.2 GHz consists of four regularly compared WG16 (WR90) bo-
lometer mounts whose efficiency is known from microcalorimeter
calibrations [1]. Since 1973, these have been used in the national
RF and microwave standards division of the Royal Signals and
Radar Establishment (RSRE) to fulfill the British Calibration Ser-
vice traceability program.

The national standards of power in a 50-Q coaxial line are held
at the National Physical Laboratory (NPL). Recently, the
frequency range covered was extended from dc-6 to dc-8.2-GHz
using a new dual-load dry calorimeter [2], so that a comparison
at 8.2 GHz between the two fundamentally different types of
standard became possible.

Three coaxial line power meters, all fitted with GR900 precision
connectors, were compared with the waveguide standards. These
were:

1) an NPL primary standard calorimeter designated I11(2),

2) a similar device designated I1I(3),

3) asecondary traveling standard comprising a commercial dry
load calorimetric power meter (NRS)! previously calibrated
at NPL against the III(3) calorimeter.

II. METHOD OF COMPARISON

The comparison was performed at RSRE using a WG16-tuned
transfer instrument similar to that described by Engen [3] and
calibrated in terms of the waveguide power standard. To enable
GR900 equipped power meters to be connected to the transfer
instrument, three WG16-to-GR900 adaptors were calibrated by
RSRE using the technique described in [4]. The results of this
calibration enabled the efficiency of each adaptor to be calculated
when terminated in each of the three coaxial power meters, so that
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TABLE 1
SUMMARY OF POWER COMPARISON RESULTS
Percentage Percentage uncertainty (95% limits)
- Lifference
NFL R i
vl | 7|3 Bolometer
FE LM Seviation| om sttibiney | Meseurement |
2 transfer - y reasuremen
Instrument
III (2) | A1 | & -0.02 0.09 0.25 0.10 0.18 0.32
III (2) | A2] & 0.09 0.08 0.25 0.08 0.18 0.32
I () | A3 4 0.01 0.05 0.25 0.09 0.19 0.34
IIT (3) | A1 &4 0.15 0.01 0.25 0.11 0.22 0.35
III(3) | A1] 3 -0.06 0.02 0.25 0.12 0.22 0.35
III G| A A 0.00 0.05 0.25 0.11 0.22 0.35
IIL(2) | A | & 0.20 0.0k 0.25 0.1 0.22 C.35
mr () | a2 w 0.08 0.02 0.25 0.09 0.22 0.34
IIT (3) | A3 | 4 0.18 0.05 0.25 0.08 0.22 0.24
NRs* At b -0.01 0.03 0.25 0.09 0.20 0.34
NRS* AL -0.03 0.02 0.25 0.09 0.20 0.34
NRS* A2 0.00 0.02 0.25 0.08 0.20 0.34
* NRS.calibrated with respect to the III (3) calorimeter

the adaptor loss could be taken into account. The results of mea-
surements using eight different combinations of adaptor (41, 42,
or A3)and power meter, some being repeated, are given on the left
of Table 1. The percentage difference is defined as

(NPL power — RSRE power
RSRE power

) x 100.

1I1. CoMPARISON UNCERTAINTY

The right-hand side of Table I lists and combines the three
principle sources of uncertainty in the comparison. They are as
follows.

1) RSRE bolometer and transfer instrument: the main contri-
bution is an uncertainty of +0.2-percent (95-percent confidence
limits of a Gaussian distribution in the microcalorimeter [1])
determination of bolometer mount efficiency, but also included is
the uncertainty in the instrument calibration in terms of the wave-
guide standard and that in the subsequent power measurement.

2) Adaptor efficiency: the uncertainty in this term is derived in
[4] in terms of the component uncertainties in the adaptor evalua-
tion. It is a function of the voltage reflection coefficient of the
coaxial power meter terminating the adaptor.

3) NPL power measurement: this uncertainty comprises the
uncertainty in the effective efficiency of the calorimeters or NRS
meter, uncertainty in their dc sensitivity, and noise in their output.

Since all three uncertainties are derived at the same confidence
level (95 percent), are independent, and of similar magnitude, they
may be combined by calculating the root-sum of their squares [5].

1V. DiIscUSSION OF RESULTS

Following the comparison in March 1977, an examination of
the calorimeters at NPL revealed a minor electrical fault in the
I11(2) calorimeter. Although not affecting the accuracy, this would
have the effect of increasing its susceptibility to electrical interfer-
ence in the laboratory and would explain the relatively large stan-
dard deviations obtained with this device. The extreme values of
average difference obtained when using the III(3) calorimeter with
adaptor A1 appeared to be associated with the temperature
dependence of the sensitivity of the calorimeter when used in a
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laboratory whose temperature was controlled to 1.5°C. This error
may be insignificant when using a source which can be switched
from RF to dc, so as to reduce the interval between these measure-
ments, but such an arrangement was not possible for the wave-
guide transfer instrument used.

V. CONCLUSIONS

The results of this comparison of waveguide and coaxial power
standards were well within the estimated uncertainty limits, thus
providing increased confidence in both standards. The average
differences from nine sets of measurements with the NPL cal-
orimeters varied from +0.20 to —0.06 percent with respect to the
RSRE waveguide standard, with an average difference of +0.07
percent and combined uncertainty limits of typically +0.35
percent.
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Digital Generation of a Nonlinear Time-Base

J. J. HILL

Abstract—A method of generating nonlinear time-bases is
described. The approximation may be either step or piecewise linear
and involves using a REap-oNLY memory as a look-up table to store
digitally the shape of the required function.

The case of a logarithmic time-base is considered in detail.

INTRODUCTION

There are many applications in the display of time varying
quantities where a nonlinear rather than a linear ramp time-base
is required. Logarithmic time-bases are usually generated using
some form of analog, nonlinear circuitry [1] but such circuits often
have temperature drift problems. Novel digital implementations
may be found for certain functions. Franklin used a digital differ-
ence analyzer to generate a hyperbolic law time-base for radar
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Fig. 1. Step approximation circuit.

applications [2]. The logarithmic time-base may also be generated
digitally [3]. An alternative approach which may be used to gener-
ate time-bases of any shape is considered here, where a READ-
ONLY memory (ROM) is used to store digitally the shape of the
nonlinear time-base.

STEP APPROXIMATION CIRCUIT

In a recent communication [4] the use of ROM storage for
generating Gaussian pulses was described. This circuit, shown
here in Fig. 1, is easily used for generating nonlinear time-bases.
The 2" x m bit ROM operates as a look-up table which stores
binary coded samples of the required function. The counter in Fig,
1 is used to address the ROM and thus as the counter counts
through its n-bit binary sequence each sample is addressed in turn
and read out through the digital-to-analog converter (DAC) to
produce a step approximation to the required time-base shape.

The problem with this method of approximation, particularly
over a wide range, is that rapidly changing functions give rise to
rapidly changing sample values and hence leads to large depart-
ures from the true function between the clocking instants.

PIECEWISE LINEAR APPROXIMATION CIRCUIT

An improved result may be obtained by approximating the
required function in a piecewise linear manner. In this case the
circuit is modified to that shown in Fig. 2 which operates by
varying the rate of integration of an op-amp integrator. The ROM
look-up table is used to store the difference between successive
samples of the nonlinear time-base. As the counter addresses, in
turn, each storage location of the 2" x m bit storage capacity
ROM, the binary coded sample is read out through the DAC to
produce a step changing voltage level which when integrated gives
the piecewise linear approximation to the required function.

Flyback occurs when the integrator is reset by discharging the
capacitor through the switch shown in Fig. 2.

At slow time-base speeds the charge loss from the integrator
capacitor should not be significant. For this reason an op-amp
with a low input bias current should be used.

The magnitude of the time-base output voltage is dependent on
the CR time constant and the clock rate. Thus a disadvantage of
this circuit is that changing the time-base scan rate, which is
achieved by varying the clock rate, will result in a different output
voltage level. However, the circuit is suitable for switched time-
base speeds in which case the integrator time constant can be
switched in unison with the clock period to maintain a constant
output voltage.
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Fig. 2. Piecewise linear approximation circuit.

Fig. 3. 255 segment approximation to a logarithmic time-base.

LoGARrITHMIC TIME-BASE

As an example of the application of the piecewise linear approxi-
mation circuit the ROM was programmed to enable a logarith-
mic function to be generated. In this case the stored coefficients
are given by

X1=K1 loglo [1 +K2(l+ 1)] _Xl—l

where 0 <1<2" — 2 and X _; = 0. If this recurrence relationship
is used to compute the coefficients and the rounded value of X;_,
used to compute the next value, X, then errors due to rounding
will not accumulate over the range of the log function. The largest
value of X; occurs when [ = 0. Hence the coefficient K, is chosen
to given Xy = 2" — 1. Thus

2" -1
Kj=—="—~
! loglo (1 + Kz)

The constant K, is chosen to define the range over which the log
function operates.

Using a 256 x 8 bit ROM which stores 2 decades of the func-
tion the constants are evaluated as K; = 183.2 and K, = 0.3922.

The response of the circuit was displayed on an oscilloscope,
photographed and is shown in Fig. 3. Because the approximation
consist of 255 segments the result appears as a smooth curve. On
the 256th segment the integrator is reset to zero.

CONCLUSIONS

This correspondence has described two methods of generating a
nonlinear time-base. Although the results have been restricted to
the case of a logarithmic function the method is easily used to
generate time-bases of other shapes.

The step approximation circuit is useful if the departure from
nonlinearity is small and if the step approximation nature of the
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waveform will not lead to problems. A better approximation may
be obtained by using the piecewise linear circuit of Fig. 2.
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Measurement of Impedance by Cross-Coupler and
Sliding Short at Microwave Frequencies

DEVENDRA K. MISRA, MEMBER, IEEE

Abstract—A technique for measuring the impedance at micro-
wave frequencies using cross-coupler and a sliding short has been
described in this paper. The theory behind the measurements is given
and it has been shown that this arrangement is a complete substitute
of the slotted line technique.

1. INTRODUCTION

A technique to determine the impedance of a load at microwave
frequencies using directional coupler and adjustable short-circuit
has been reported by Chandra et al. [1], which actually describes
the VSWR measurements only. The work reported by Jha et al.
[2] is also limited to the VSWR measurements. In this paper, the
author presents a precise theory of the impedance measurement
by a cross-coupler and shows that this arrangement is a substitute
for the slotted-line method. The results of VSWR and location of
first minima, needed for determination of an unknown impedance,
have been verified.

II. THEORETICAL CONSIDERATIONS

Consider the circuit arrangement as shown in Fig. 1. The power
P,, fed by the source at port 1 of the coupler, is divided into two
parts at the center O of it. The power coupled to the auxiliary arm
will flow towards port 3 (assuming infinite directivity) and it will
be reflected back from the sliding short connected at the portata
distance d from 0. After reflection, a part of this power will flow
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Fig. 1. Experimental arrangement for VSWR measurement using a cross coupler
and waveguide sliding short.

towards port 4. The electric field at the reference 0 due to this
power may be written as

Ey= — QP (1 — a)}? exp [—j(2pd — 5)] (1)

where Q is the proportionality constant, o the coupling coefficient
of the coupler, d the arbitrary phase shift introduced by the coup-
ling apertures, and f is the propagation constant in the guide.
The remaining power in the main guide will travel a distance /
from 0 and depending upon the value of the reflection coefficient
of the load, it will be reflected back by it. A part of this reflected
power will be coupled to the auxiliary guide which will go towards
port 4. The electric field E} in the auxiliary guide at the reference 0
due to this reflected power, may be written (neglecting the rela-
tively small power recoupled from the auxiliary to main guide) as,

E4 = Q(Pina(1 — a)}'/* exp [—j(28 = 3)} 2)
Therefore, the amplitude of the electric field E., emerging from
port 4 may be found from (1) and (2) as

|Es| = | Ex + Ed|

= Eo[1 — 2p cos {2B(1 —d) — x} + p*]"* 3)
where
Eo = —Q(Piaa(l — o)} @
and
pe* =T. (5)

From (3), it may be seen that | E4| will | change by the changein d
and it will have the maximum value | Eg |max S,

| Es lmax = Eo[1 + 9] (6)

when
2B(1 — d) — x = mm,
Similarly, the minimum amplitude |E, |min may be found as,

| E|min = Eo[1 — p] ®)

where m =1, 3, 5. (7)

when

2B(1 —d) — x = nm, where n =0, 2, 4. 9)
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TABLE 1
FREQUENCY = 9.53 GHz
Position of First Minima From
VSWR the Load in cm
Attenuator
Position Cross-Coupler  Calculated Slotted-Line Cross-Coupler Slotted-Line
in dB Method Method Method Method
1 8.6 8.73 8.5 2,164 2,13
2 4,6 4,42 4.6 2,114 2,06
3 2,95 3,01 3.1 2,069 2,02
6 1.70 1.67 165 1,935 1.89
8 1.38 1.38 1,28 1,868 1,79
10 1,24 1,22 1,12 161 173
15 1.08 1.07 1,02 -- -

Thus, from (6) and (8) one gets,

’E4|max - 1 +p

S= =
|E4|min 1-p

= VSWR. (10)

Thus this arrangement works identical to the slotted line system
[3]. In this, the maxima and minima are obtained by adjusting the
length d at port 3 and recording the reading of matched square

law detector connected at port 4 of the coupler.

III. EXPERIMENTAL ARRANGEMENT AND RESULTS

The experimental arrangement of a 20 dB cross coupler for
measuring the VSWR and the position of first minima of an un-
known load is shown in Fig. 1. However, for the present measure-
ments, a variable attenuator (0-20 dB) with one end terminated
by a waveguide short, was used as an unknown load. Before start-
ing the measurements, the detector was tuned for maximum
output. The VSWR of the load was measured by adjusting the
sliding short positions for maximum and minimum output of the
detector at port 4. For measuring the position of first minima
from the load, the port 2 was first short circuited and the sliding
short at port 3 was adjusted for minimum output at port 4. Then
the short at port 2 was replaced by the unknown load and the
sliding short was readjusted for the minima by moving the plunger
inwards (i.e., decreasing d). The difference between the two settings
of the sliding short is equal to the position of first minima from
the load.

The measured VSWR and the positions of first minima are
verified by the well-known slotted line technique [4]. The two
VSWR values are also compared with the theoretically calculated
results, using the following relation,

S
Attenuation (in dB) = 10 log S—ti

(11)
where S is the VSWR of the load. The results are given in Table L.

IV. CoNcLUSsION

The results obtained by this method are shown in Table I along
with the calculated, and experimental values obtained by slotted-
line method, which shows quite a good agreement. The small
differences in the values are expected due to observational errors
and calibration accuracies of the variable attenuator used as an
unknown load.

This method seems to be very useful for the measurements at
high power and frequencies. As mentioned before, this cross-
coupler, and sliding short method can easily be used for the mea-
surements in place of the slotted section arrangement. Also, the
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sliding short usually has relatively more precise calibration, the
phase informations determined by this method are more accurate.
However, the directivity of the coupler limits the lower range
accuracy of the VSWR.
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A Simple High-Resolution Measurement of
Motor Shaft Speed Variations

YISHAY NETZER

Abstract—A simple method is presented for displaying the instan-
taneous speed variations in closed-loop or open-loop motor speed
regulating systems. The measurement is sampled in nature and is
easily adapted to phase-locked-loop systems.

Motor speed regulating systems can be divided into two major
categories: 1) classical tachometer feedback type, and 2) phase-
locked-loop (PLL) type.

When ultimate performance is needed, only the latter type
should be considered. This is since this method provides zero
average speed error. The average speed is determined by the input
pulse rate. o

The above distinction should be treated carefully however,
since although the average error is zero, there are always instan-
taneous speed variations. These may result from transient load
variations or motor torque ripple which are not compensated for
by the relatively slow response of the loop. Error may result also
from instabilities in the closed loop.

The above variations in speed can be detected by measuring the
time period between successive feedback pulses; this can be ac-
complished by a digital counter or a delayed sweep oscilloscope.
However, those methods are deficient in that only random read-
ings are obtained which are not related to one another.

The suggested method is better than the method above in that it
gives a continuous display of the changing period from which the
speed as a function of time can be inferred.

The method is based on successively measuring the time inter-
val between each of two feedback pulses from the controlled load,
converting the intervalinto a proportional voltage, and displaying
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the pulsetrain obtained on an oscilloscope screen. Referring to
Fig. 1, feedback pulses from the controlled shaft are optically
generated, amplified by the first amplifier, and applied to a reset-
table ramp generator so that each ramp now has an amplitude
proportional to the interpulse time duration. The third amplifier
is used to level shift the envelope of the waveform to near ground
potential so that high magnification can be effected without over-
loading the oscilloscope. Very high resolution can thus be
obtained.

The photograph in Fig 2 illustrates the application of the
method. It was taken from a miniature synchronous-hysteresis-
type motor with a low inertia load. The upper trace is the saw-
tooth waveform which is approximately 7 V peak to peak. The
lower trace is a magnified portion of the waveform. It clearly
shows that the apparently smooth speed is, in fact, slightly irregu-
lar; the main ripple component is approximately seven times
the rotation duration. This “hunting” is typical in this type of
motor. In comparison, a typical PLL-stabilized induction motor
with approximately similar dimensions showed an order of mag-
nitude lower than instantaneous speed variations, whereas a
brushless dc motor was found to have a practically smooth angu-
lar velocity. It should be emphasized that similar readings could
not be taken from the output of the loop filter because of the
comparatively slow loop response.
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Active Foldback Resistive Circuits

LOUIS A. ROSENTHAL, SENIOR MEMBER, IEEE

Abstract—A two-terminal circuit provides a low resistance until
the current exceeds a designed level. At this point, it switches to a high
resistance limiting the current. The circuit can be restored to its low
resistance state only by returning the current to near zero.

There is often a need for a fast-acting current limiting circuit
breaker that will protect a circuit from excessive current flow [1],
[2]. A novel simple circuit has been developed for this purpose
where the circuit provides a low resistance up to a fixed current
level. Upon exceeding this current, the circuit becomes a high
resistance limiting the current flow to some low level. By returning
the current to near zero, it is possible to restore the circuit to its
low resistance state. There is a small insertion loss that must be
tolerated corresponding to the current passing and sensing
mechanism.

Fig. 1 is the circuit arrangement. Transistors T; and T3, as a
Darlington pair, pass the load current in the active state since
resistor R, will bias the circuit into conduction. Load current
through the resistor R; produces a voltage drop which, at a crit-
ical current, will break down the T3 — T, circuit. The base of T, is
thereupon pulled down to the low forward drop of the T3 — T,
circuit and the Darlington conduction path is opened. Breakdown
of the T; — T, circuit changes the conduction state. As shown, this
circuit can be replaced by a typical four-layer breakdown diode
(e.g., SUS 2N 4987) except that the trigger voltage level would be
fixed at about 8 V. As shown, the three diodes (D,) hold off con-
duction in T, until 1.8 V appears at the emitter of T. At the onset
of conduction, T in a regenerative manner pulls the entire circuit
drop down to one diode drop (Vgg). For each additional silicon
diode in the D, string, the threshold (V;)is increased 0.45 V. Since
the voltage at the base of T, must be at least two diode drops (i.e.,
2Vge) to start conduction; no current flows through R, and R,
essentially limits the current flow.

Fig. 2 shows the circuit states and the foldback resistance paths.
Starting from the origin and ignoring an offset of two diode drops
(due to Ty — Tp), current increases along conductance line G,
according to

G, =1/(R; + R2/B1B>) (1)

where B, B, are the respective current gains for Ty and T,. At the
foldback or breakdown point corresponding to “A,” the current is

I4=(V; — 2Vgg)/R, (2)

where V; is the breakdown voltage of the T3 — Ty circuit and Vg
is a typical active base-emitter voltage drop (i.e., 0.6 V). The volt-
age drop at the foldback point is 1,/G, and greater than V; by
14R, /B, B,. A typical value for B, 8, would be 2500.

Upon breakdown, the circuit jumps to point “B” corresponding
to a conductance G, where

G2 =1/(Ry). ®)

Increasing or decreasing the voltage produces movement along
the line 0-C. To restore the circuit to the G, state, the current has

Manuscript received October 7, 1977. )
The author is with the Department of Electrical Engineering, College of Engineer-
ing, Rutgers University, Piscataway, NJ 08854.
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Fig. 1. Thecircuit diagram is shown. Transistors are T;, T, = 2N718, T; = 2N3585,
T,(PNP) = 2N2862. D, is a series string of three general-purpose silicon diodes.
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Fig. 2. The resistance paths are shown. Low resistance region (G,) will change to a

high resistance region (G, ) at a trip point “A.” Returning to the origin will reset the
resistance back to the original low level.

to be dropped below the holding current for the T; — T, circuit
and this practically corresponds to the origin “0” region.
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Fig. 3. A curve-tracer portrait of the circuit of Fig. 1 with R, = 0.9 ohms displays
the two resistance regions. The insertion voltage drop is 4 V.

Fig. 3 is a “curve tracer” presentation of a typical circuit for
which R, is 0.9 Q. The current trip point is 500 mA, G, = 0.2 mho,
and the insertion voltage drop is 4 V including a 2-Vy: offset.
During the off state, the G, conductance (10™*)is not discernible.
The circuit is sufficiently simple so that scaling and design varia-
tions are obvious.

Since the resistance change can produce inductive energy
effects, a reverse conduction diode or equivalent can be placed
across T;. By placing the circuit in a full-wave rectifier bridge, it is
possible to obtain ac current trip performance.
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Correspondence

Comments on
“Optimization of the Wheatstone Bridge Sensitivity”

EIJIRO TAKAGISHI

In the above paper,! Maisel mentioned that S, the optimum
value of a normalized voltage sensitivity, attains 0.25 at its upper
limit, but the same result was made public more than forty years
ago by J. Kronert [Messbriicken und Kompensatoren, Band I,
1935, equation (146)].

In dealing with the optimization of the relation between Sp.x
and Py, a normalized power input, Maisel adopted for the said
Smax the value of S, in which N satisfies (7). This point of view is,
however, not right strictly speaking, as is made clear in the follow-
ing. In Fig. A1, a curve S is drawn by the aid of (3), as is the case in
Fig. 2 of the paper, and it contacts at a point C with a horizontal
line parallel to the axis N. Thus this point C represents the opti-
mum state mentioned above. Now, let a dotted line Py be drawn
by aid of the equation for Py in Table I of the paper so as to pass
through the point C, and another dotted line Py be a similar one
but contacting with the curve S at a point C. Then, the relation
Py < Pyy will be evident to hold by numerical calculations.
Since this point C means the optimum state under the condition
of a given Pyy, contrary to the point C adopted by Maisel in-
dependently of Py, it is clearly much more reasonable to prefer
the said point C in the analysis of the present subject.

Before dealing with this analysis, I will comment on the con-
tents of the present paper of Maisel, which dealt with the point C.

1) The numerical values read off Figs. 3 and 4 of the paper at
Smax do not agree with those (marked *) calculated from (3) as
Table Al shows. Why?

2) Equation (6) must be corrected as (perhaps a misprint)

M = {K(1 — N?) — N?}/N2.

3) Maisel illustrated graphically the existence of a minimum
value of Py at a certain value of Sy,, and mentioned that this
optimum point can be determined by setting dP ry /dS max €qual to
zero, but its result was not shown by him. Then I will show it, for
reference, as follows:

S = [{(1 + 2K) — /T + K}/(3 + 4K))? (A1)
5 K(1+2/1+K)? (A2)

T2 /T+ K{(1 +4K)/T+ K - 1}

the mark - on the symbols meaning the optimum state mentioned
above. Some results of calculation made by use of these equations
are shown in Table AIL

Such an optimum state as above exists so far as the said point C
is concerned and disappears in a rigorous analysis of the present
subject as will be proved theoretically in the following.

Now we know that the following equation holds at the point C

Manuscript received March 17, 1978.
The author is at 25-26, 3-Chome, Kamikitazawa, Setagayaku, Tokyo 156, Japan.
! J. E. Maisel, IEEE Trans. Instrum. Meas., vol. IM-26, pp. 17-21, Mar. 1977.

Fig. Al. Graph illustrating two kinds of contact points on an S contour.

TABLE Al
Pig.| K [ M N Smax
3 107{ 30| 0.3 | 0.05| 0.10*
" w| 3|o0.64]|0.15|0.21"
4 |100]| 25| 0.43| 0.1 | 0.2 *
TABLE AIl
K I;TN :Smax Remarks
1]0.8536 | 0.05132| Fig.5
10 | 0.6508 | 0.1691 " 6
100 | 0.5498 | 0.2245 | v 7

after mathematical treatment by use of (3) and the equation for
Py shown in Table I of the paper:

[Pon - N + (Pry — 1)][K(1 = Pry) + (1 + K)Pry - N?]
= N[(1 + K)Pry N + K(Pry — 1)) (A3)

This becomes a cubic equation with respect to N as follows:

N3+02N2+01N+ao=0 (A4)
where
2
=1-|-
2 (PTN)
Y S 1}
@= 1+ K/J\\Pry
K 1)\|?
- — —{—1. A5
o=~ (gt - (7] &
S in this state, being designated by S,,.,, is
S = {(1 + N)P;y — 2N} (A6)

K(Pry — 1)(1 + N)**

0018-9456,/78/0900-0304$00.75 © 1978 IEEE
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Fig. A2. Optimum characteristics with respect to the point C.

TABLE AIIl
K Poy émax M N
1 0.E536 1 0.1144 [ 1.141 [ 1.198
10 | 0.6508 | 0.2101 | 2,149 | 1.252
100 | 0.5498 { 0.2405 }5.239 | 1.166

In a special case of Pry = 1, directly from (3)

N=M=1 (A7)
and from (3)
1{ K
Smax = Z (—f_-F_K) (Ag)
In another special case of Py = co, similarly,
K
N=J17k (A9)
M=0 (A10)
Smax = K/{W/K + /1 +K}% (A11)

By aid of these equations, we can elucidate the numerical relations
between N and S, the result being shown in Fig. A2 for the case
of K = 1. Comparing the curve Py in this figure with the curve 1
for P,y in Fig. 5 of the paper, we see a distinct difference between
them, i.e., no minimum phenomena of Pry. This holds for other
values of K as well. Also, if we calculate the values of S,,,, obtain-
able at the point C, Table AIII is achieved, which shows much
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Fig. A3. Graph showing the existence of optimum K.
TABLE AIV
K Poy sl(-ma_x M N Prn-min | Sk-mos
0.5 0.90€83 | 0.0481 | 13.35 |0.1835| 0.948%| 0.034%
1.0 0.8536 | 0.0513 9.657|0.2929| 0.853*| 0.050*
2,0 | 0.7887 | 0.0441 8.196|0.4227| 0.700* | 0.050%
3.0 0,7500| 0.0370 | &.00 |0.5000| 0.593*| 0.039*

better results than those in Table AII, and this fact also agrees
with the relation P;y < Py mentioned in illustrating Fig. Al.

Lastly, I wish to add some comments also on the earlier paper
by Maisel which dealt with a current sensitivity since it was
referred to in his present paper. It is to be noted that in the earlier
said paper, also, the point C was dealt with.

1) Equation (3) must be corrected as (4) in the present paper,
and accordingly, (4) as follows:

Sk - max = 1/(\/ M+1+K+ \/_IZ)Z (A12)
2) Equation (5) must be corrected as
Sk 1+K
S, 1T+KX (A13)

Accordingly, Figs. 4 and 5 of the paper need rewriting and the
content of the section “Power Distribution” must also be altered.

3) Since the optimum relation between S, and Pry is dealt
with in the paper merely by a graphical method, I will show its
mathematical results below:

§ _ 1 [ +2K)-/1+K|?

=R | B+ aK) (A14)
Py = the same as (2)
_ {(1 +4K)/1+K -1}
M =21 + K) (2K T & (A15)
1 (1 +2K)— J/1+ K} (A16)

N=ﬁ+K{(5+4K)+4\/1+K}“2'

These equations serve to make clear the behaviors in further
details as Table AIV and Fig. A3 show.

The numerical values (marked *) were obtained graphically by
Maisel. Based on these figures, he concluded that the optimum
value of K lies between unity and two. This conclusion, however,
is wrong due to the graphical method’s error and it must be
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Fig. A4. Curves of constant bridge sensitivity (K = 10).

corrected as “nearly equal to 0.8” as Fig. A3 shows. If a far more
precise value of K is necessary, we may calculate it using (A14) by
the cut-and-try method, the results being: K = 0.8653,
Smax = 0.05157, Py = 0.8661, M = 10.2, and N = 0.2678.

4) Although I pointed out in the above some errors found in
Maisel’s course of analysis on the state of the point C, the analysis
ought to be made substantially with respect to the state of the
point C, as already examined in case of voltage sensitivity; and
there is no doubt that there appears to be no minimum character-
istics of Py such as concluded by Maisel.
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Fig. A5. Curves of constant bridge sensitivity (K = 100).

Reply? by James E. Maisel®
I agree that E. Takagishi’s approach for determining the nor-

the most favorable results.

In regard to Figs. 3 and 4 in the original article, I must apolo-
gize for the scaling error. Figs. A4 and AS in this correspondence
represent the corrected set of curves for Figs. 3 and 4, respectively.

2 Manuscript received May 30, 1978.

* J. E. Maisel is with the Electrical Engineering Department, Cleveland State
University, Cleveland, OH 44115.
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development of crystal-controlled oscillators, multiplier chains, hydrogen
maser devices, and standards based on ion storage.

Dr. Walls is a member of the American Physics Society.

Society of Japan.
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Hideshi Yamagishi was born in 1945. He finished
Kashiwazaki Technical High School in 1964, then
joined the JPDR division of the JAERI, where he
was engaged in the construction and operation of
the JPDR reactor. He moved to the Reactor
Instrumentation Laboratory of the same insti-
tute in 1974 and was concerned with the develop-
ment of nuclear power transient monitoring
system for the NSRR. He is also concerned with
the development of high temperature fission
chambers. He is a member of the Atomic Energy
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Kyohei Yamamura, for a photograph and biography please see page 202
of the June 1978 issue of this TRANSACTIONS.
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